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Abstract. We present CIRCLE, a framework for large-scale scene com-
pletion and geometric refinement based on local implicit signed distance
functions. It is based on an end-to-end sparse convolutional network, Cir-
cNet, which jointly models local geometric details and global scene struc-
tural contexts, allowing it to preserve fine-grained object detail while re-
covering missing regions commonly arising in traditional 3D scene data.
A novel differentiable rendering module further enables a test-time refine-
ment for better reconstruction quality. Extensive experiments on both
real-world and synthetic datasets show that our concise framework is ef-
fective, achieving better reconstruction quality while being significantly
faster.
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1 Introduction

In recent years, 3D reconstruction from RGB-D camera data has been widely
explored thanks to its ease of acquisition with many applications in robotic per-
ception, virtual reality, games, etc. It is well-accepted that an ideal reconstruction
algorithm should be capable of simultaneously (i) restoring fine-grained geomet-
ric details in the target scene, (ii) handling with large scenes efficiently, and (iii)
completing the missing regions. Additionally, the underlying 3D representation
should be flexible enough to allow further optimization of geometric quality.

However, traditional algorithms along with their accompanying representa-
tions fail to effectively fulfil the above requirements. For instance, methods using
the truncated signed distance function (TSDF) [10,34] are hampered by limited
voxel resolution and lack robustness to noisy data. Surfels [52] offer more flexi-
bility by treating the 3D scene as unstructured points, but maintaining correct
topology is challenging. Furthermore, these methods cannot fill in missing ge-
ometry in the scene, which is common in practice due to the sensor limitations,
incomplete coverage of the scanning trajectory, or unreachable areas.
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Fig. 1: CIRCLE efficiently reconstructs and completes 3D scene from a given
a sequence of posed depth images, commonly corrupted by noise and missing
data: the inference time for this scene takes only 17s, 10� faster than [39].

The recent introduction of deep implicit representations [7,32,38] has enabled
a plethora of research directions for 2D and 3D data processing. Parameterized
by a neural network, implicit functions are inherently continuous and differen-
tiable. Notably, in the field of 3D reconstruction, various works [8,9,16,17,36,44]
have already demonstrate their ability to learn object-level geometric priors from
the shape repositories. However, when applied to large-scale scenes, the above
methods are typically impractical. The reasons are three-fold. Firstly, the struc-
ture of a scene is substantially more complicated than that of a single object.
A typical end-to-end, optimization-free, framework is weak at capturing the en-
tangled geometric priors of cluttered regions. Secondly, though there exist other
work [1,5,23,43,48] that overfits the scene geometry, to avoid the necessity of
prior learning, it usually involves costly optimization procedures. Thirdly, some
efforts [22,39,46,47] have been made to reconstruct scenes in real-time with deep
implicit functions, but performed at a cost of low reconstruction quality.

To tackle these issues, we introduce the CIRCLE framework, as shown in
Fig. 1. It employs a novel CircNet, short for fully-convolutional implicit network
for reconstruction and completion of large-scale indoor 3D scenes from partial
point clouds. It is capable of both preserving scene geometric details and complet-
ing missing regions of the scene in a semantically-meaningful way. Specifically,
we adopt a local implicit grid to represent the local details of the whole scene,
and learn the global contextual information for scene completion via a sparse
U-Net. Our network is also efficient, in that it encodes and decodes the sparsity
pattern of the scene geometry by learning, and only non-empty portions need
to be evaluated. Furthermore, we provide a fast and novel differentiable render-
ing approach tailored for refining our output representation, which can greatly
improve the geometric quality during inference to provide resilience to the er-
rors in the raw input. Extensive experiments on various datasets demonstrate
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