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Abstract—3D LiDAR sensors can provide 3D point clouds of the
environment, and are widely used in automobile navigation; while
2D LiDAR sensors can only provide point cloud in a 2D sweeping
plane, and then are only used for navigating robots of small height,
e.g., floor mopping robots. In this letter, we propose a simple yet
effective deep reinforcement learning (DRL) method with our self-
state-attention unit and give a solution that can use low-cost devices
(i.e., a 2D LiDAR sensor and a monocular camera) to navigate
a tall mobile robot of one meter height. The overrall pipeline is
that we (1) infer the dense depth information of RGB images with
the aid of the 2D LiDAR sensor data (i.e., point clouds in a plane
with fixed height), (2) further filter the dense depth map into a 2D
minimal depth data and fuse with 2D LiDAR data, and (3) make
use of DRL module with our self-state-attention unit to a partially
observable sequential decision making problem that can deal with
partially accurate data. We present a novel DRL training scheme
for robot navigation, proposing a concise and effective self-state-
attention unit and proving that applying this unit can replace multi-
stage training, achieve better results and generalization capability.
Experiments on both simulated data and a real robot show that
our method can perform efficient collision avoidance only using
low-cost 2D LiDAR sensor and monocular camera.

Index Terms—Deep reinforcement learning, robot Collision
avoidance, self state attention, sensor fusion.

I. INTRODUCTION

ROBOT navigation is an important topic in robotic research.
Both static and dynamic environments have been con-

sidered for robot navigation. Some early methods only handle
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static objects [1], [2] or simply treat moving objects as static
objects at a specific point in time [3], [4]. Other representative
navigation methods only take actions for the next step (in a
small time interval) of the robot without considering the global
trajectory [5]–[7], which often results in unsafe and unnatural
moving trajectories.

Multi-agent robot navigation such as the optimal reciprocal
collision avoidance (ORCA) [6], and its variants including
ORCA-DD [8] and NH-ORCA [9] have been proposed for
multi-agent systems working in dynamic scenarios. However,
these methods suppose each robot to have perfect sensing about
the surrounding agents’ positions, velocities, and shapes, which
lead to a poor generalization in complex scenarios.

Recently, deep learning techniques [10]–[14] have been in-
troduced into robot navigation, showing its effectiveness in
this problem. To better utilize deep learning methods, robot
navigation is abstracted into a decision-making problem in the
action space with collision avoidance as constraints, which can
be effectively handled by deep reinforcement learning (DRL)
strategy [15]–[18]. DRL can generate a large amount of simula-
tion data to train the model without labeled data, which makes
the trained model perform well in dynamic scenarios with good
global trajectories.

The DRL methods often use RGB/RGBD image data or point
cloud data from LiDAR sensors as input. For image data input,
it is usually difficult for DRL to transfer the trained models
to real-world environments because of the difference between
simulation data and real-world data [16], [17], [19]. For point
cloud data, due to the high cost of 3D LiDAR sensors, most
robots of small height (e.g., floor mopping robots) have used 2D
LiDAR sensors, which can only output sparse point cloud lying
in a 2D sweeping plane. However, this kind of point cloud is not
suitable for a high robot such as the one shown in Fig. 1.

In this letter, we propose a concise and effective DRL method
with our self-state-attention unit and give a solution that only
uses low-cost 2D LiDAR sensor and monocular camera for
navigation of a tall robot. The overall pipeline is to infer the dense
depth information of RGB images by making use of 2D LiDAR
sensor data, and then conversely use the estimated dense depth
to augment the 2D LiDAR data, by compressing the estimated
dense depth map into 2D minimal depth data and fusing with 2D
LiDAR data. Finally, inspired by the problem that the weight of
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Fig. 1. A multi-functional robot of 1 m height used in this letter to test the
navigation algorithm. This robot is equipped with a camera, a 2D LiDAR sensor,
a robotic arm, a microphone that receives sound, an LCD screen, and a location
sensor. We use the RGB images from the camera and the 2D LiDAR sensor to
navigate the robot using the technique proposed in this letter.

reward is difficult to adjust in scenes of different complexity, we
present a concise and effective self-state-attention DRL training
scheme for collision avoidance, which can avoid complex multi-
stage weight adjustment and has better generalization capability.
Both simulation evaluation and real-world experiments are per-
formed, showing the effectiveness of the proposed method.

II. RELATED WORK

A. Robot Navigation With DRL

Robot navigation is mainly based on RGB/RGBD image data
or point cloud information. Ma et al. [19] present a motion
planner that takes RGB images as input and odometry as target
reference. This method takes a long time to train and does
not perform well enough in the real world. To overcome the
gap between simulation and real-world scenarios, Bharadhwaj
et al. [20] proposed a framework to combine simulation and real
RGB image data. Generally, the difference between simulated
and real image data (e.g., the significant difference in complex
material property of object surfaces, rendering and shading of
multiple point and area light sources, etc.) often results in a poor
DRL performance on real-world robot navigation.

On the other hand, the geometry information in point cloud
has small difference between simulated and real-world scenar-
ios. Therefore, LiDAR sensor-based DRL has received consider-
able attention recently. Tai et al. [21] proposed a mapless motion
planner by using a sparse 10D directional information as refer-
ences, which was trained end-to-end through an asynchronous
DRL method. Long et al. [16], [17] proposed a multi-scenario
and multi-stage training framework which is based on DRL
and PPO reinforcement learning method [22] trained in a set
of complex environments for a large-scale robot system.

These point-cloud-based DRL methods are mainly applied to
mobile robots with a low height, since the point cloud outputs
by 2D LiDAR sensors are lying a 2D sweeping plane. For higher
robots, 3D LiDAR sensors are required, which are expensive and
in practice mostly used for autonomous driving cars. To tackle
this problem, we propose a method using low-cost 2D LiDAR

sensor and monocular camera, which jointly enable effective
perception for downstream robot collision.

Recently, a lot of work start to use attention to model the
interactions between robot and human or crowds [23]–[27].
These works tend to design interaction models to predict human
actions and routes to place collisions with humans or crowds.
The way they use attention to model interactions inspires us, but
we think this may lead to a large number of invalid computa-
tions. Imagining a person navigating through a complex scene,
attention is of course an important part of this task. However, we
think it is more reasonable to combine the attention mechanism
with the perception of the robot itself.

In this letter, inspired by the problem that the weight of reward
is difficult to adjust in scenarios of different complexity and
human-robot interaction attention, we design a novel self-state-
attention unit for DRL module, which has better generalization
capability while avoiding complex multi-stage weight adjust-
ment.

B. Depth Completion

Our method uses the RGB image to complete the sparse point
cloud from a 2D LiDAR sensor into a dense depth map, which is
also known as the depth completion task. When the sparse point
cloud information is absent, this task falls back to the depth
estimation. Recently, deep learning methods have been widely
used in the depth estimation problem. Eigen et al. [28] firstly
proposed to estimate depth value from a single RGB image using
deep convolution neural networks with two-scale architecture.
Laina et al. [29] developed a deep residual network based on
the ResNet. They proposed a novel up-convolution method to
replace the traditional unpooling method, which achieved good
results on both NYU Depth v2 [30] and Make3D datasets [31].

Since depth estimation from single RGB image alone is scale-
ambiguous and unreliable, some researchers introduced sparse
depth samples, which could be acquired from laser sensors or
visual SLAM pipelines, and fused them with RGB images to
achieve better results. Ma and Karaman [32] developed a deep
regression model that takes both a sparse set of depth samples
and RGB images as input and predicts a full-resolution depth
image. Gansbeke et al. [33] improved the fusion process of the
model. They used global and local information to estimate depth
and learned confidence maps to guide the fusion of two results.
Tang et al. [34] proposed GuideNet to exploit both RGB images
and sparse 3D LiDAR data to get dense depth maps and achieved
state-of-the-art results on KITTI in 2020 [35].

Some researchers try to exploit both 2D LiDAR and monoc-
ular image information to estimate depth. Liao et al. [36]
suggested a novel method of input depth information called
reference depth map, which is generated by extending 2D Li-
DAR in the image plane along the gravity direction. Lim et
al. [37] proposed a multi-stage neural network to predict a
dense depth map. To verify the effectiveness of the model under
real conditions, they acquired actual 2D LiDAR data and RGB
images and demonstrated good results.

In this letter, motivated by the rapid progress of deep depth
estimation, we design a novel fusion algorithm which could
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Fig. 2. Our framework of robot collision avoidance by fusing RGB images and 2D LiDAR sensor data. We first infer the dense depth information of RGB images
using 2D LiDAR sensor data, and then use the predicted depth map to generate a filtered 2D minimal depth data. The 2D minimal depth data is combined with 2D
LiDAR data to get the fused 2D depth data. After that, our novel self-state-attention unit is applied to remap the feature according to the importance. Finally, we
input the fused data to our trained model and get the action decision, where v and ω are linear and angular velocities.

significantly augment the perception information used for robot
navigation. Specifically, we first use both 2D LiDAR sensor
data and RGB image data to estimate dense depth map, and then
compress the predicted depth map into a 2D minimal depth data,
fuse with 2D LiDAR data, to get much improved depth sensing
information for a DRL-based robot navigation.

III. METHOD

We first recover the dense depth information of an RGB image
IH×W with the aid of 2D LiDAR sensor data (Section III-A),
where H and W are the height and width of the image. Then we
compress the recovered depth image into a 2D minimal depth
dataL1×W after filtering out the ground information, where each
numberL(i) is the minimal depth value of the i-th image column.
The 2D minimal depth data is then fused with 2D LiDAR data
(Section III-B).

Finally, we propose a simple yet effective DRL framework for
robot collision avoidance with our novel self-state-attention unit
(Section III-C) based on partially observable sequential decision
making problem [16]. The whole pipeline of our method is
shown in Fig. 2.

A. Depth Estimation

We infer the dense depth map of an RGB image IH×W ,
with the aid of 2D LiDAR sensor data P . Each point pl =
(xl, yl, zl)

T ∈ P has the same height. First we transfer the data
from the LiDAR coordinate system to camera coordinate system
by

pc = (xc, yc, zc)
T = Rpl + T, (1)

where R is the rotation matrix and T is the translation vector.
Next, we project the points into the image plane, leading to the

pixel coordinate (u, v)T :⎡
⎣u
v
1

⎤
⎦ =

1

zc

⎡
⎣ fx 0 cx

0 fy cy
0 0 1

⎤
⎦
⎡
⎣xc

yc
zc

⎤
⎦, (2)

where fx and fy are camera focal lengths, and (cx, cy)
T is the

principal point. Note that for those points lying in the field of
view (FOV) of 2D LiDAR sensor that are outside the camera
FOV, they are filtered out. Finally, given an RGB image and a
set of corresponding sparse 3D reconstructed points, we adapt
a variant of the sparse-to-dense method [32] to obtain a dense
depth map.

In our training processing in Section IV-A, we use simulated
data. For this kind of data, we transfer the pixel data (u, v) (with
known depth zc) into camera coordinate system (xc, yc, zc),
using the formula

xc =
u− cx
fx

zc, yc =
v − cy
fy

zc. (3)

Then we select a set of 3D points of fixed height value to simulate
the 2D LiDAR sensor data.

B. 2D Minimal Depth Data Generation and Fusion

The original 2D LiDAR sensor data only has sparse depth
information at a fixed height, which is obviously not enough
for the collision avoidance task of robots with a relatively tall
height. If the 2D LiDAR has a height close to (or far away
from) the ground, the robot will easily collide with tall (or short)
obstacles. To address this problem, we convert the reconstructed
depth map MH×W into a 2D minimal depth data L̃1×W , where
H and W are the height and width of the map. Assume that
the image plane of the camera is perpendicular to the ground
and the camera is on top of the robot, which means the collision
can only happen in (0, H

2 ). We set each number L̃(i) to be the
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minimal depth value in the i-th columnM(j, i) of the depth map,
i = 1, 2, . . . ,W. j = 1, 2, . . . , H

2 . Note that the depth values on
the ground are misleading for 2D minimal depth data generation:
the minimal depth values are usually achieved on the ground,
while the robot will never collide with the ground under our
assumption. So we use the following (4) and (5) to filter out them.
Furthermore, for depth data with excessive changes between
adjacent points, we perform linear interpolation operations.

Without loss of generality, we assume the height of the camera
from the ground is h; i.e., the height of the ground in the camera
coordinate system is −h. Then, the height in the depth value of
each pixel in M can be calculated using (3) (zc = d is the depth
value of the pixel). We use a threshold ε to judge whether a pixel
(u, v) in the map is near the ground:

|yc + h| < ε. (4)

If a pixel (u, v) satisfies the above inequality, we set the depth
M(u, v) = 0. Finally, we set the filtered 2D minimal depth data
L1×W as follows:

L(i) = minM(j, i), j ∈ 1, . . .,
H

2
,where M(i, j) �= 0. (5)

2D refers to the data obtained from the 2D LiDAR. As shown
in the formula, what we finally get after fusion is actually a one-
dimensional vector. Our generated 2D minimal depth data is then
fused with the 2D LiDAR data. Specifically, for those 2D LiDAR
data points which are covisible by 2D LiDAR and RGB camera,
we replace their depth values with 2D minimal depth data. For
those LiDAR data points which are not observed by RGB camera
due to smaller FOV of RGB camera (62◦) compared with the
FOV of 2D LiDAR (180◦), we maintain the original 2D LiDAR
depth measurements.

C. Our DRL Module

In [16], the multi-robot collision avoidance problem without
perfect sensing about the surrounding agents’ positions, veloci-
ties, and shapes, is addressed by a reinforcement learning solu-
tion to a partially observable sequential decision making prob-
lem, which is formulated as a partially observable Markov de-
cision process (POMDP). Proximal Policy Optimization (PPO)
is used as policy gradient algorithm for multi-robot system and
the Adam optimizer [38] is used to optimize the loss of PPO.
Since the fused 2D depth data may still be partially accurate,
we follow this solution and get a better result by replacing the
multi-Stage training with our novel self-state-attention unit.

To find the best decision for robot navigation, we need to
clarify the basis of the decision, the decision space, and the
impact of the decision, which correspond to observation space,
action space, and reward functions.

1) Observation Space: In this formulation, each robot only
has access to the underlying LiDAR and camera observation
information, self-motion state, and goal position. We define the
observation space asO = [ol, os, og], where ol represents the 2D
LiDAR observation, os represents the current self motion state
which includes linear and angular velocities, and og represents
the Euclidean distance to the goal position.

2) Action Space: Action space consists of the linear velocity
v with a range of (−1, 1) and angular velocity ω with the angle
range of ( − 90◦,+90◦). For an agent, the action decision it
makes at this moment will be the os in the next frame.

3) Reward Function: Our reward function is modeled as
follows:

(r1)
t
i = (rd)

t
i + (rc)

t
i + (rω)

t
i (6)

where

(rc)
t
i =

⎧⎨
⎩

rcollision, if collision
rreach_goal, if reach goal
0, otherwise

(7)

The reward (r1)
t
i for robot agent i at time step t is defined

as the sum of Euclidean distance change (rd)
t
i (which is the

difference of Euclidean distances to the goal before and after the
current action), navigation result (rc)ti and rotation reward (rω)ti.
(rω)

t
i is a small penalty to punish the large angular velocities.

rreach_goal and rcollision are constants which are set to reward
or punish the navigation result.

This part we mainly follows the reward function proposed
in [16], but we found that the weight and constant in their two-
stage policy training reward functions are totally different. We
try to use the same reward function for two stage training and
get worse result. The difference between the two stage is that
the number of agents increases, and the obstacles are from only
dynamic obstacles to both static and dynamic obstacles. Because
readjusting the weights of rewards for different environments
is obviously laborious and prone to overfitting, we propose a
concise and effective self-state-attention unit to replace multi-
stage training and achieve better results.

4) Self-State-Attention Unit: We believe that the main reason
for splitting into multi-stage training is that current feature is
insufficient to overcome changes in the environment and the
number of agents. These differences can be overcome if we
can get more information from the input that is useful for
policy training, and multi-stage training is no longer necessary.
Since the input data is 2D observation, which represents the
Euclidean distance between the closest obstacles and robot in
a fixed range, the importance of the data point will be different
according to robot type, goal position and velocity. For example,
the robot we used in this letter will always turn to the forward
direction which means the central part of 2D observation will
be more important. Goal position and velocity will affect the
importance of 2D observation in the similar way. Based on this,
we introduce self-state-attention unit and utilize both 2D input
and state attentions to augment the processed features, as shown
in Fig. 2. F is the input depth data, and is concatenated with
its goal and velocity vectors to regress the attention map. The
attention map is then used to modulate the processed features
to get the final remapped features R. Ch, CI , Cg are three 1× 1
conv.

IV. EXPERIMENTS

In this section, we evaluate the proposed method in two parts.
First, we evaluate the accuracy of reconstructed dense depth map
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and the filtered 2D minimal depth data (Section IV-A). Then we
evaluate the performance of our DRL framework in different test
scenarios (Section IV-B). Finally, we demonstrate the real robot
navigation by our whole system (Section IV-C).

A. Accuracy of Depth Estimation

In this section, we present two experiments. The first one is to
compare our dense map reconstruction results with representa-
tive existing methods. The second one quantitatively compares
the accuracy of filtered 2D minimal depth data.

1) Dataset: The NYU-Depth-v2 dataset [30] consists of
RGB and depth images collected from 464 different indoor
scenes, using a Microsoft Kinect device. We follow the official
split to use 249 scenes for training and 215 scenes for testing.
Test data includes 654 images with labels. The original size
of NYU-Depth-v2 images is 640× 480 and the input size is
rescaled as 224× 224 which is the same as the output size.

2) Training and Network: We train our model on the NYU-
Depth-v2 dataset [30] using a NVIDIA TITAN X GPU. Our en-
coding layers consist of a ResNet and3× 3 convolution modules
and decoding layers consist of 4 transpose convolution modules
using 3× 3 kernel. The weights of ResNet are pretrained on
ImageNet [39]. The learning rate starts at 0.01 and is reduced
by 20% every 5 epochs. We use a batch size of 8 and train for
15 epochs.

3) Metrics: We use root mean squared error (RMSE), mean
absolute relative error (REL), and three types of percentages of
predicted pixels where the relative error is within a threshold
(δ1, δ2, δ3) metrics to evaluate depth estimation:

RMSE =

√
1

N

∑
i
(ŷi − yi)2 (8)

REL =
1

N

∑
i

|ŷi − yi|
yi

(9)

δi =
card({ŷi : max{ ŷi

yi
, yi

ŷi
} < 1.25i})

card({yi}) (10)

where yi and ŷi are the ground truth and prediction, respectively,
card is the set cardinality. To evaluate the accuracy of filtered
2D minimal depth data, we use RMSE, REL and mean area error
(MAE). The MAE is calculated by the enclosed area between
ground truth depth value curve and the evaluated depth value
curve that can directly reflect the error. We perform interpolation
to ensure the curves are enclosed completely.

4) Experimental Result: In Table I, we compare with rep-
resentative methods on dense depth estimation. Two different
types of methods are compared in this table: one is to estimate
dense depths by using both RGB image data and 2D LiDAR
sensor data, i.e., Liao et al. [36] and ours, and the other is to
perform monocular depth estimation only on RGB images. The
results show that using 2D LiDAR sensor data can significantly
improve estimation results, and our method is better than Liao
et al. [36] at four metrics REL, δ1, δ2 and δ3. Considering
that the collision avoidance task usually requires high accuracy
about depth estimation, our method is more suitable for this task

TABLE I
COMPARISON OF DEPTH ESTIMATION

Fig. 3. The example of depth estimation comparison. The 4 columns of
images from left to right are original image, ground truth of depth image, depth
estimation of Sparse to Dense [32] and our result. Obviously our depth estimate
is closer to ground truth.

TABLE II
COMPARISON OF ERRORS WITH RESPECT TO GROUND TRUTH

Fig. 4. From left to right: the RGB image, the ground truth for fused depth
shown in blue color, 2D LiDAR sensor data (used as a rough approximation of
2D minimal depth data for collision avoidance) shown in green color, filtered
2D minimal depth data shown in red color, and the overlap of three data.

than existing methods. Some qualitative results are illustrated in
Fig. 3.

Table II shows the comparison of errors with respect to ground
truth, between original 2D LiDAR sensor data (used as a rough
approximation of 2D minimal depth data for collision avoidance)
and our filtered 2D minimal depth data. The results indicate
that the errors are significantly reduced in our filtered 2D data,
which can help robot take more reasonable actions. A graphical
example is illustrated in Fig. 4.

Both experiments on dense depth estimation and filtered 2D
minimal depth data demonstrate the effectiveness of fusing
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2D LiDAR sensor data and monocular RGB images in robot
navigation and collision avoidance.

B. The Performance of DRL Framework

We test our DRL framework and compare its performance
in different test scenarios. Due to the lack of a unified train-
ing and testing environment, the comparative experiments of
multi-agent DRL are often not convincing enough. Therefore,
we choose the widely recognized work that performs best in
many cases as our baseline, add our self-state-attention unit and
use only one-stage training. For training, we have used their
scene of stage 2, and for test, we have designed four new test
scenes ranging from simple to complex because the original test
scene is a bit homogenous. With the model parameters consistent
with their original stage2, we added our improvements and did
comparative experiments to show that our method are concise
and effective.

1) Parameter Details: For reward function, rcollision and
rreach_goal are set to −10 and +10. k is set to 3. Some main
hyper-parameters of training, the training episode, batch size,
max timestep, learning rate, KL penalty and discount factor are
set to 15000, 512, 256, 5e−5, 15e−4, 0.99, respectively.

2) Implementation Details: Our DRL framework is trained
using Pytorch, deployed on a PC with Intel E5-2600-v3 CPU,
256 GB RAM, and NVIDIA RTX2080Ti. All the training and
testing experiments are based on Stage mobile simulator, includ-
ing the scenarios definition, multi-robots definition, movement
simulation, and data generation. During training and testing, we
only need to simulate 2D LiDAR sensor data and the robot’s
movement in the environment. The whole training process in-
cludes 15,000 epochs.

3) Evaluation Metrics: We choose the two widely used met-
rics, i.e., success rate and average time step, to verify the ef-
fectiveness of our DRL framework. Success rate represents the
proportion of samples that successfully reach the goal position
within the max time step. The average time step is obtained by
the average of the last time steps of all success samples.

4) Scenarios Definition: Our training scenarios are mainly
based on [16] with some fine-tuning. For the Partially Observ-
able Markov Decision Process (POMDP) we use in Section III-
C, each moving robot in the same scenario is a dynamic obstacle
for other robots and then the scheme trained in the multi-robot
scenarios can also be used in a real world with multiple dynamic
obstacles. To evaluate our DRL framework in different scenar-
ios, we design (1) a static scenario for one moving robot, (2)
two dynamic scenarios with moving robots, and (3) a random
complex obstacle scenario with multiple moving robots to test
the generalization and effectiveness of our framework. All four
test scenarios are summarized in Fig. 5. The goal position of
each robot is mirrored and symmetrical with the initial position
about the center of the scenarios.

5) Reward Comparison: The reward function we used for
our method is exactly the same as the Stage2 of [16], which
provides the basis for fair comparison. We train the stage2 only,
stage2 after stage1 of [16] and our method at the same PC for 3
times, select the best one and draw the reward curve.

Fig. 5. Four test scenarios used in Section IV-B. The rectangle with colored
center are robots. Irregular colored objects in scenario 4 are randomly generated
obstacles. Note that the position of obstacles in scenario 4 are changing with
robot reset. The goal position of each robot is mirrored and symmetrical with
the initial position about the center of the scenarios.

Fig. 6. Reward comparison for the Stage2 only policy and Stage2 after Stage1
policy of method [16] and ours.

As Fig. 6 shown, from the 4000 epoch, the reward of our
method keeps the best and finally converges to a higher value.
The average reward of our method, stage2 only and stage2 after
stage1 of method [16] during the their best 1000 epochs are 6.3,
4.5 and 3.1, which shows that our method converges to better
performance in training scenarios.

6) Evaluation Results: As shown in Table III, our method
achieves both the best average success rate and average time.
From the results, we can draw some conclusions. Firstly, simple
static scenario for one moving robot is easy to reach the goal po-
sition. Secondly, all methods can handle dynamic environments
of similar complexity to training scenarios with moving robots
relatively well, and the method [16] get the best performance.
Thirdly, when the scenario becomes more random, complicated
and unfamiliar complexity, the effect of method [16] decreases
significantly, but our method has a good generalization and
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TABLE III
COMPARISON RESULTS OF OUR DRL SCHEME AND THE METHOD [16] ON FOUR

TEST SCENARIOS. SCE IS SHORT FOR SCENARIO. THE UNIT

OF TIME Is SECONDS

Fig. 7. Snapshots of real robot navigation with our novel DRL framework.
Note that the drawers at high positions serve as obstacles that do not exist near
the ground.

still maintains high efficiency. Since the weight of the reward
function in [16] is adjusted with the change of the complexity
of the training environment, we believe the high performance
for method [16] in sce 2 and 3 may be due to some overfitting
caused by multi-stage training, which can also be proved by the
result that Stage2 only [16] is better than method [16] in sce 4.

C. Real Robot Navigation

As shown in Fig. 1, our multi-functional robot has a 2D
LiDAR sensor in the middle and a camera on the top. A laptop
with AMD Ryzen 7 4800H CPU, 32 GB RAM and NVIDIA
RTX1060Ti is used to perform data processing and action pre-
diction.

During the navigation task, the robot receives RGB images
from the camera, sparse point cloud information (all points
have the same height) from the 2D LiDAR sensor, and position
information by the location sensor in the robot. The velocity
information is computed using the previous time step. Our
pipeline is performed at 10 Hz and each action is determined by
our proposed method that utilizes dense depth estimation, 2D
filtered minimal depth data generation, fusion with 2D LiDAR
data and a novel DRL framework. In the real world experiment,
the nearby obstacles are sometimes located in the blind spot of
the camera. The obstacle distance we get through the RGB image
will be updated and maintained for two timesteps by sensing the
movement distance of the robot.

Snapshots of real-world robot navigation using our novel
method are shown in Fig. 7. We use movable cabinets to work as
obstacles, and open drawers are high obstacles that are invisible
to 2D LiDAR sensor. In this scenario, the collision rate of the
LiDAR-based method is almost 100%, while the chance of our
pipeline passing without collision can be close to 80%. Examples
can be found in the accompanying demo video.

V. CONCLUSION

In this letter, we propose a novel self-state-attention DRL
scheme and a simple yet effective navigation method for high
robots. A 2D minimal depth data generation and fusion method
is proposed to utilize both the 2D LiDAR data and RGB data
to adapt to high robots navigation. A novel DRL training
framework is developed by taking the relation between robot
motion state and perception into account. Experiments show
our proposed method’s effectiveness of fusing 2D LiDAR data
and monocular RGB images and improved performance of our
DRL policy on success rate, average time and generalization
capability. Furthermore, our method has been applied to a real
robot and demonstrates its effectiveness in real scenarios.
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