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LLC-NeRF: Local Controllable Face Generation in
Neural Radiance Field

Wen-Yang Zhou”, Lu Yuan

and Shi-Min Hu

Abstract—3D face generation has achieved high visual quality
and 3D consistency thanks to the development of neural radiance
fields (NeRF). However, these methods model the whole face as a
neural radiance field, which limits the controllability of the local re-
gions. In other words, previous methods struggle to independently
control local regions, such as the mouth, nose, and hair. To improve
local controllability in NeRF-based face generation, we propose
LC-NeRF, which is composed of a Local Region Generators Module
(LRGM) and a Spatial-Aware Fusion Module (SAFM), allowing for
geometry and texture control of local facial regions. The LRGM
models different facial regions as independent neural radiance
fields and the SAFM is responsible for merging multiple indepen-
dent neural radiance fields into a complete representation. Finally,
LC-NeRF enables the modification of the latent code associated
with each individual generator, thereby allowing precise control
over the corresponding local region. Qualitative and quantitative
evaluations show that our method provides better local control-
lability than state-of-the-art 3D-aware face generation methods.
A perception study reveals that our method outperforms existing
state-of-the-art methods in terms of image quality, face consistency,
and editing effects. Furthermore, our method exhibits favorable
performance in downstream tasks, including real image editing and
text-driven facial image editing.

Index Terms—3D face generation, neural radiance fields,
semantic manipulation.

1. INTRODUCTION

EALISTIC face image generation and manipulation are
Rimportant topics in image synthesis, finding extensive
application in portrait generation and artistic creation. Consid-
erable efforts [1], [2], [3] have been dedicated to enhancing
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the quality and resolution of generated face images. Simul-
taneously, there is a growing demand from users to have in-
creased interaction and control over the generated images. In
order to enhance the controllability of the generation process,
various methods have been proposed that allow for image editing
through different interfaces, including sketches [4], texts [5],
semantic masks [6], [7], [8], and more.

Benefiting from the implicit 3D representation of neural
radiance fields (NeRF) [9], the image synthesis models have
shown significant progress in transferring 2D image generation
task [1] to 3D [10], [11], [12], addressing 3D consistency in
perspective transformation. EG3D [10], StyleNeRF [12], and
StyleSDF [11] use implicit three-dimensional representations
to improve the quality of 3D face generation. These methods
have achieved good geometric quality, but their overall neural
radiance field limits the controllability of the local regions.

Recently, some NeRF-based face editing methods [13], [14],
[15] have shown excellent results in decoupling the geometry
and texture of faces. FENeRF [13], IDE-3D [14] and NeRF-
FaceEditing [15] decouple geometry and texture by using sep-
arate geometry and texture networks. These methods model the
face as a unified Neural Radiance Field (NeRF) and utilize a
single global latent code to generate the face. This modelling
strategy does not support the direct manipulation of the latent
code to selectively control local facial regions, revealing an
absence of local decoupling. In the pursuit of editing facial
geometry, these methods necessitate the optimization of an
optimal global latent code. The purpose is to produce a mask
that matches the edited mask, while also ensuring the non-edited
areas are maintained as invariant as possible. Nonetheless, opti-
mizing a latent code that can simultaneously meet the demands
of successful editing and stability of non-edited areas presents
a considerable challenge. Consequently, our method’s primary
contribution is the decoupled control of the 3D face, enhancing
the local controllability of the 3D face and the stability of
non-edited regions. Under the condition that each object is inde-
pendent, spatially diverse, and can appear at varying locations,
GIRAFFE [16] can decouple a set of objects. Due to the lack
of semantic guidance, GIRAFFE [16] can not separate the local
regions of the face.

To improve the local controllability of NeRF-based face
generation methods, we propose a semantically guided local
controllable face generation method, LC-NeRF, for fine-grained
facial local region control and the decoupling of geometry and
texture. There are two core issues, one is the decomposition of
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Fig. 1.

Given an input image (a) and a reference face image, our method can independently manipulate the geometry of any local region, such as hair, nose,

mouth, eyebrows, etc. We show these local and global face editing tasks achieved with our method: (b) manipulating the geometry of the hair by modifying the
semantic mask while retaining the geometry of other regions and 3D consistency; (c) manipulating the geometry of more local regions, such as nose, eyebrows
and mouth; (d) manipulating the local texture of the hair while retaining the geometry and 3D consistency; (e) manipulating the global texture while retaining the

geometry and 3D consistency.

the global 3D representation and representations of the local 3D
regions, and the other is the fusion of local 3D regions. The first
problem is how to decompose a complete 3D representation
into multiple local 3D representations and stably complete the
training process. To overcome this issue, we design our generator
network with multiple local generators to generate the content
for each local region. In addition, for more flexible control over
geometry and texture, we further subdivide the local generator
into a geometry network and a texture network controlled by
geometry code and texture code separately. Through these
designs, our method can modify the geometry and texture of
local regions without affecting other regions by editing multiple
local latent codes. The other core challenge is how to fuse local
3D representations of all local regions to generate the final face
image. We propose a Spatial-Aware Fusion Module to complete
the fusion of multiple local regions. Specifically, for every
spatial point sampled, each local geometry generator predicts
its semantic confidence and geometry feature, while each local
texture generator predicts its texture feature. Subsequently, the
fusion module fuses the predicted geometry/texture features
of this point. Finally, we leverage the fused features to predict
density, semantic mask, and color using fully connected layers.
Subsequently, we employ volume rendering operation to obtain
the ultimate facial image and semantic mask.

Qualitative and quantitative experiments show that our
method enables finer-grained local control than state-of-the-art
methods. The main contributions of this paper are summarized
as followed:

® We introduce LC-NeRF, a semantically guided local con-
trollable NeRF face generation method that enables decou-
pled control over the geometry and texture of local facial
regions.

e We propose a Local Region Generators Module to decom-
pose the global 3D representation and latent codes into
multiple local regions, and a Spatial-Aware Fusion Module
that aggregates these regions into a whole image.

® QOur method achieves finer-grained local control than state-
of-the-art 3D face generation methods. Both qualitative

and quantitative evaluations prove the effectiveness of our
method in local control.

II. RELATED WORK

A. Neural Face Generation

Generative models [17], such as Stylegan v1-v3 [1], [2], [3],
have achieved high-qulity generaton of 2D images. In recent
years, NeRF [18] has emerged as a method that can implicitly
model 3D geometry from 2D images and then render photoreal-
istic and 3D consistent images. Subsequently, NeRF-based face
generative models have been investigated. PI-GAN [19] pro-
poses a SIREN-based [20] implicit radiance field to generate 3D
faces via sampled latent and positonal encoding. Furthermore,
due to the advantages of StyleGAN [1] in image generation,
some methods [11], [12] based on StyleGAN can generate
high resolution and quality images. StyleNeRF [12] provides
a 3D GAN approach that fuses style-based generation with
scene representation by neural radiance fields. StyleSDF [11]
is similar, but incorporates an SDF-based 3D representation to
ensure that images generated from different viewpoints have
3D geometric consistency. In addition, some methods study
different forms of space representation. For example, EG3D [10]
uses three projection planes (tri-plane) to represent the 3D space,
generated by a backbone of StyleGAN. GRAM [21] proposes
a radiance manifolds based generative model that divides the
space into multi-manifolds. These methods improves the quality
of generated images but lack the editability and controllability
of geometry and texture. Our method enhances the effect of
disentanglement of facial features while maintaining generative
quality.

B. Neural Face Decoupling

The rapid progress in image generation models has enabled
the generation of high-quality portraits. Meanwhile, more and
more methods focus their attention on face decoupling. The
scope of face decoupling tasks has expanded beyond the 2D
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Pipeline of our framework LC-NeRF. Our pipeline is composed of multiple local generators and a spatial aware fusion module. The local generators

include geometry and texture generators, separately controlled by geometry latent code w, and texture latent code w;. LC-NeRF can modify the geometry or

texture of an local region directly by editing its latent code wgy or wy.

domain [6], [22], and there is a growing interest in exploring
decoupling and control techniques for 3D faces [13], [14], [15],
[23]. DeepFaceEditing [4] decouples facial local regions by
using sketches to represent geometry. SOfGAN [23] trains a
semantic occupancy field (SOF) and uses 2D semantic masks
to generate face images to decouple geometry and texture.
SemansticStyleGAN [6] enhances the control over local regions
by generating the features of each region separately and then
fusing the features of different regions in the 2D feature domain.

Inspired by the implicit 3D representation and generation
techniques in NeRF, research on 3D face decoupling has gained
significant momentum. FENeRF [13] introduces a mask branch
to PI-GAN [19] to enhance geometry control. Furthermore,
IDE-3D [14] and NeRFFaceEditing [15] achieve the decou-
pled control of geometry and texture by leveraging three pro-
jection planes [10]. IDE-3D [14] proposes a framework with
separate geometry and texture networks to generate respective
tri-plane features. Inspired by AdalN, NeRFFaceEditing [15]
decomposes the tri-plane features into geometry features and
appearance features for decouping the geometry and appearance.
Despite the successes of these 3D-aware face generation meth-
ods [13], [14], [15] in decoupling the geometry and texture of
faces and yielding commendable results, they still lack the ability
to exert fine-grained control over local regions. In contrast, our
proposed method leverages the supervision of semantic masks to
achieve more precise decoupling and manipulation of the human
face.

III. METHODOLOGY

In this section, we present a comprehensive overview of
the architecture and details of our method. The objective of
LC-NeRF is to enable independent control over the geometry
and texture of local regions, encompassing areas such as the
mouth, nose, hair, and background. To accomplish this, we
introduce the Local Region Generators Module, which consists
of separate lightweight local networks for each local region: a
geometry network and a texture network. These networks are

controlled by geometry and texture latent codes, respectively
(Section III-A). To integrate the local facial regions into a whole
face, we devise a Spatial-Aware Fusion Module. This module
facilitates the fusion of features generated by all the local gen-
erators and subsequently generates the final facial image using
volume rendering operation (Section III-B). Furthermore, we
introduce the two discriminators in our framework, accompanied
by a comprehensive description of the employed loss functions
for network training (Section III-C).

A. Local Region Generators Module (LRGM)

1) Local Geometry Generator: To individually control the
geometry of local regions, we assign a lightweight geometry
generator ®s; for each local region ¢ of the face. If a 3D point
belongs to a certain local region, the corresponding geometry
generator provides the most information for this point. The gen-
erator plays a major role in determining the semantic category
and geometry information of the point. As shown in Fig. 2, each
geometry generator contains 6 linear layers with SIREN [20]
activation, controlled by the geometry latent code wy.

Given a sampled point 2 € R?, the i;;, geometry generator
module ®s; decodes it to obtain the semantic confidence s;(z)
and geometry feature f,, (x) from a geometry latent w,, :

Sl(x)7f91($) = (psi(x’wgi) (H

Here, s;(z) indicates the probability that the 44, local geom-
etry generator believes three-dimensional point = to be in its
region. s;(x) has two characteristics: i) The larger the value of
s;(x), the more importance and more proportion the geometry
feature fy, () is; ii) Sampling or modifying the geometry latent
wyg, can increase or reduce the s;(x) value of the local region i,
which enables local editing of geometry. Specifically, we use a
linear layer following the geometry feature f,, (z) to calculate
the geometry confidence s;(z).

2) Local Texture Generator: The texture generator can be
interpreted as a shader, which is used to fill the color of the ge-
ometry generated by the geometry generator. In other words, the
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texture generators do not participate in or affect the generation of
geometry, and the geometry generator is only used to determine
the shape of the face, so as to achieve local region decoupling and
geometry/texture decoupling. Each texture generator contains 4
linear layers with SIREN [20] activation, and is controlled by
the texture latent code wy.

Given the viewing direction v € R3, the 4, local texture
generator module ®;, decodes the texture feature f, (z) from a
geometry latent wy,:

ftt('r) = (bti(fgi('r)’v’wti) (2)

The texture features predicted by all the local texture gener-
ators will be fused in subsequent fusion module, and the final
color value of the sampled 3D point = will be predicted.

B. Spatial-Aware Fusion Module (SAFM)

The spatial-aware fusion module is designed for interaction
and aggregation among multiple local generators. The proposed
fusion module fuses the features of different generators with a
soft and adjustable mechanism and generates the whole image.
We concatenate the semantic confidence s;(z) of all the geom-
etry generators and apply the softmax activation to obtain the
semantic mask m(x).

B esi(w)
n ZkK:I esk(w)

where K is the number of local regions. We use the semantic
mask m(x) to fuse the geometry features f,, (x) to get the final
geometry feature f,(x).

fola) = " (mi(x) * fy, (x)) )

i

m;(x)

3

fq(x) is the geometry feature of the 3D point extracted by our
proposed geometry generators. We use a linear layer after f,(x)
to predict the signed distance field (SDF) value d(x) of the 3D
point . Then we convert the SDF value to volume density o (x)
by the following formula [11].

o(x) = Sigmoid(d(x)/B)/B o)

where 3 is a learnable parameter. The smaller 3 is, the more the
volume density o(z) will converge on the surface of the face.
In our experiments, the initial value of o(x) is set to 0.1. As
the training progresses, the value of 5 will become smaller and
smaller.

The texture features f;, (x) are also fused with the semantic
mask m(z) to get the final texture feature f;(z). And then we
use one linear layer after f;(x) to get the color value ¢(z):

file) =Y (mi) * fi, () (6)

%

We render the generated image I’ and the generated semantic
mask M’ through the volume rendering. Given a camera position
0, by shooting a ray r(t) = o + tv at each pixel, we calculate
the color and mask of N points sampled from ¢,, to ¢ on the ray.
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In our experiments, N is set to 18.
ty
1) = [ 0ot )etrt), o)
tn,

Mw»=jfT@dwmmw@mMu

where T'(t) = exp (— /t: J(T(S))dS) (7

At this point, we complete the fusion operation through Spa-
tial Aware Fusion Module to generate the whole image I’ and
the semantic mask M.

C. Discriminators and Loss Function

In order to ensure quality of the generated image and corre-
spondence between the image and the mask, we propose a double
discriminator supervision strategy. ©neThe first discriminator is
the image quality and pose awared discriminator Dj, which is
used to distinguish between real images and generated images
and predietsto predict the azimuth and the elevation ¢'. In ad-
dition to the GAN loss [17], we use a smoothed L1 loss £,
and R1 regularization loss to supervise the training of D; for
the generated images.

Lp, =E[1+exp(D;(I")] + E[1 + exp(—D;(I))]

+ 20, EVDr()? + AposeLpose(6,6')  (8)

reg

where I’ and M’ are the fake image and the semantic mask
generated by LC-NeRF with the sampled pose 6. I and M are
the ground truth image and the mask sampled from the real
dataset. where Ay, Apose are set to 10 and 15 respectively.

The other discriminator is the image and semantic mask
discriminator Djj,s, which is used to determine whether the
image is consistent with the semantic mask. We also regularize
the gradient norm for this discriminator with R1 regularization
loss.

‘CDIM = E[l + exp<D1M(I,a M/))]
—+ E[l —+ el‘p(—DUw(I, M)]
+ A, BIIVDas (I, M)|? )

reg

where Ay, is set to 10.

The generator G is supervised by the two discriminators Dy,
and Dy, and the camera pose loss Ly,,s.. In addition, we also
introduce geometry supervision of SDF with eikonal loss [18]
and minimal surface loss [11].

Lg =E[l + exp(~D;(I'))]
+ A E[1 4+ exp(=Dyp (I', M'))]
+ X pose Lpose (0, 0') + AeaE[[|Vd(2) 2 — 1]
+ AsurE[exp(—100|d(z)|] (10)

where Arar, Apose, Aeik» Asur are set to 0.5, 15, 0.1, 0.05
respectively.
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Fig. 3.

Mouth‘ EIebrows Hair

Fig. 4.
the geometry and texture of any local region of other faces to the target face.
Here we show the results of multi view synthesis that migrate the geometry and
texture of an local region at the same time.

Results of local style Manipulation. LC-NeRF supports manipulating

TABLE I
QUANTITATIVE METRIC TO SHOW THE EFFECT OF INVERSION

Ours

19.72

Method | FENeRF
MSEin, (1) | 16291

IDE-3D  NeRFFE
35.11 46.09

1V. EXPERIMENTS

In this section, we first introduce our experimental setup
(Section IV-A & B). Then we show the results of local and global
manipulation, which is a unique function of our method (Sec-
tion IV-C & D). To demonstrate the effectiveness of LC-NeRF,
we compare the manipulation effects on real images with state-
of-the-art face editing methods, including FENeRF [13], IDE-
3D [14], and NeRFFaceEditing (NeRFFE) [15] (Section IV-E).
Furthermore, we evaluate the computational costs of all methods
(Section IV-F) and conduct a perception study to assess the

Multi-view face images and semantic masks with a resolution of 512, generated by LC-NeRF trained on CelebAMask-HQ dataset.

Geometry

Fig. 5. Results of global style Manipulation. LC-NeRF supports global mod-
ification of face texture. The figure shows examples of transferring the texture
information of the reference face to the target face.

effectiveness of LC-NeRF (Section IV-G). Additionally, we
conduct an ablation study to verify the effectiveness of the
proposed module (Section IV-H) and showcase the application
of text-driven face editing (Section IV-I).

A. Training Datasets

We train LC-NeRF on the CelebAMask-HQ dataset [24],
which contains 30,000 high-quality face images with
1024 x 1024 resolution. For this dataset, each image provides
an accurate segmentation image with 19 categories. In our
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Inversion Edited Diff Map
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Edit Hair
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FENeRF Ours NeRFFE

IDE-3D

Edit Nose
Edit Mouth

NeRFFE
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Fig. 6.
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Inversion Edited Diff Map

Image
FENeRF

FENeRF Ours NeRFFE IDE-3D

IDE-3D

-0.8

- 0.6

NeRFFE

- 0.4

0.2

Ours

0.0

Comparison of local geometry editing with FENeRF [13], IDE-3D [14], NeRFFE [15]. For each sample, the left side displays the real image, source and

edited mask from top to bottom. The right side is inversion results, edited results and difference maps of different methods.

experiments, we combine the left and right local regions into
one, such as glasses and eyebrows. After processing, there are
13 types of face local regions.

B. Implementation Details

We use the Adam [25] optimizer with 8; = 0 and 85 = 0.9
to train the generator and discriminators, and the learning rates
of G, Dy, Dy are 0.00002, 0.0002 and 0.0002 respectively.
We train LC-NeRF on 8 NVIDIA GeForce 3090 GPUs for 48
hours with a batch size of 24. The resolution of the volume
rendering is 64. In order to accomplish local region decoupling,
the Local Region Generators Module incorporates 13 individual
local generators. To maintain a balance between resources and
methods, LC-NeRF employs a two-stage training strategy. In
the first stage, we train the low-resolution Local Region Gener-
ators Module. In the second stage, we train a super-resolution
network [26] to upscale the low-resolution images to 512x512
resolution. During inference, it only takes 0.10 s to generate
a face image and corresponding semantic mask on 1 NVIDIA

GeForce 3090 GPU. LC-NeRF is implemented on Jittor [27], a
fast-training deep learning framework.

C. Local Style Manipulation

In our framework, we can sample random latent codes to
generate both face images and semantic masks. As shown in
Fig. 3, our method can generate diverse face images, and the
multi-view results prove that our method maintains the 3D
consistency across different views. Moreover, we demonstrate
the effects of local and global style manipulation achieved by
LC-NeRFE.

In contrast to existing methods, our approach enables the
manipulation of both the geometry and texture of local regions.
Modifying the geometry of specific regions is achieved by
directly altering the geometry latent code w,, associated with the
respective local region, enabling precise local geometry editing.
Fig. 4 shows the multi view editing results of modifying mouth,
eyebrows, hair, and nose. It can be observed that LC-NeRF can
edit target regions accurately while keeping non-editing regions
unaffected.
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D. Global Style Manipulation

Our method enables global manipulation of both the geometry
and texture of the entire face. Specifically, we can modify the
global texture of all local regions while keeping the geometry
unchanged. This is accomplished by directly modifying the
texture latent codes w; of all the local regions. Similarly, global
geometry modification follows the same principle. In Fig. 5,
we show examples of transferring styles of reference images to
target images. It can be observed that the geometry of all the
local regions remains unchanged when the texture is modified,
which also verifies the decoupling property of geometry and
texture.

E. Real Image Local Manipulation

We can edit the images generated by the latent codes w, and
w, at a certain pose as well as the real images. To edit the real
images, we need to encode the real images into the YW [1] space
through pivotal tuning inversion [28]. Given a real face image
I and the corresponding semantic mask M, we first invert I to
generate the latent code w by optimizing L.

Liny = Lrprps(I,I')+||M — M|+ ||[I —I'||2 (11)

Where I’ and M’ are the generated face image and semantic
mask.

When the user edits the mask and gets the edited mask M.,
our optimization goal is to find an editing vector jw to make the
mask M’ generated by dw + w close to the editing mask M..
We use the mean square error (MSE) between the edited mask
M, and generated mask M’. During editing, we optimize the
geometry latent code of the corresponding local region for 500
iterations.

The most important quality of face editing is to change the
target region while ensuring that the non-editing regions are not
affected. Otherwise, the edited image may become too dissimilar
to the original that it may be interpreted as another person
entirely. For fair comparison, all evaluated methods are tested on
the I12S [29] dataset without any fine-tuning. The II2S dataset
contains 120 high-quality face images with different styles. We
use a pretrained face parsing method [30] to extract the same
semantic mask for all methods.

1) Local Geometry Editing: Local geometry editing is an
interactive and practical application of editing face images by
modifying corresponding masks. In comparison, we appropri-
ately increase the learning rate of IDE-3D inversion to ensure
that it converges to the best effect. The inversion and local
editing results are shown in Fig. 6. By leveraging its inherent
local decoupling characteristics, LC-NeRF effectively ensures
that the desired modifications are applied specifically to the
target regions, while leaving the non-editing regions unaffected.
Additionally, the editing results of FENeRF appear unnatural
and unrealistic. Moreover, since IDE-3D and NeRFFaceEditing
edit images in the global latent space, the edits inevitably affect
non-editing regions, resulting in obvious changes outside of the
target region. For instance, in the case of editing the mouth, there
are obvious modifications made to other regions of the face in
the IDE-3D results. FENEREF is limited in hair editing because
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4

Ours

IDE-3D Gurs IDE-3D

Fig. 7. Qualitative comparison results of real image local texture editing
between IDE-3D and LC-NeRF(Ours). Two cases show the editing effects of
two methods to modify different hair and lip texture colors.

TABLE II
QUANTITATIVE METRICS TO SHOW THE CORRECTNESS OF EDITING

IDE-3D  NeRFFE
107.28 52.94

Method | FENeRF Ours

MSEmas (1) | 18258

29.96

the face occupies most of the image area during inversion. In
Fig. 9, we show the results of more complex manipulation on
diverse faces.

We use quantitative metrics to demonstrate the effectiveness
of LC-NeRF. The first four metrics are scaled by 1e~3 for better
readability. Let’s define the original face image as I,.;, the
inversion face image as I;,,, the edited face image as I.q4;,
the edited mask image as M.q4;. We use the Pixel-wise Mean
Squared Error (MSE) as the metric:

To show the effect of inversion, we calculate M SE;,, by
Formula 12. The results are shown in Table I. LC-NeRF achieves
the best inversion effect.

MSE;p, = MSE(Iorialinv) (12)

To show the correctness of editing, we first predict the mask
M,es of I.4; with a pretrained face parser [30]. Then, we
calculate M SFE,,,s by Formula 13. The results are shown in
Table II. LC-NeRF completes the manipulation most correctly.
All other methods have failed edits. For example, in the fifth and
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FENeRF IDE-3D NeRFFE Ours

Fig. 8.
IDE-3D [14], NeRFFE [15] and Ours.

TABLE III
QUANTITATIVE METRIC TO DEMONSTRATE THE INVARIANCE OF NON-EDITING
REGIONS AND THE EFFECTIVENESS OF DECOUPLING

Method \ FENeRF IDE-3D NeRFFE Ours
MSEoE (1) 154.86 58.76 46.21 26.15
MSErg (1) | 44.08 54.98 2352 21.70

It should be noted that NeRFFE has achieved relatively good results because
it has constrained the non-editing regions to remain unchanged during
optimization. LC-NeRF can achieve the best results without such constraints.

TABLE IV
WE CAN GENERATE AN IMAGE IN A REASONABLE TIME EVEN THOUGH OUR
TASKS ARE MORE COMPLEX AND FINE-GRAINED

Method \ FENeRF IDE-3D  NeRFFE Ours
Resolution | 256x256  512x512  512x512  512x512
Time () 1.21s 0.03s 0.05s 0.10 s

ninth case of Fig. 9, NeRFFE fails to edit the hair.

MSEmas = MSE(MediaMres) (13)

To show the benefits of local control function, we calculate
MSEopand M SEgbyFormula 14. Weuse I/, ,, I/, andI!
respectively to represent the non-editing regions of /,,,.;, I;,,, and
I.4;. The results are shown in Table ITI . LC-NeRF best maintains
the invariance of non-editing areas. It needs to be emphasized
that NeRFFaceEditing uses VGG loss to explicitly constrain
the image invariance of non-editing regions in local editing
optimization. However, our method can achieve the best results

without such explicit constraints when editing local regions.
MSEop = MSE(I,,;, I,4)

MSEg = MSE(I},,,I,4) (14)

To evaluate facial identity, following [10], we calculate the
quantitative metric multi-view facial identity consistency (ID),
which is the mean Arcface [31] cosine similarity score between
pairs of the same synthetic face rendered from two random
camera poses. The ID of LC-NeRF is 0.65, which is higher than
FENeRF [13] (0.61) and StyleNeRF [12] (0.62).

FENeRF IDE-3D NeRFFE Ours

FENeRF IDE-3D NeRFFE Ours

Box plots of image quality, face consistency, and editing effect, based on the participants in the perception study with four methods: FENeRF [13],

2) Local Texture Editing: Local texture editing allows users
to modify the texture of an local region, which emphasizes
naturality and harmony. FENeRF and NeRFFaceEditing are
designed for local geometry editing and global texture editing,
and do not support local texture editing. Thus we compare the
local texture editing results of our method with IDE-3D. IDE-3D
achieves local texture editing through extracting features from
the two triplane features and combining them according to a
mask to generate a new face image. This approach makes the
generated images unnatural and there is a sense of splicing
between different regions. LC-NeRF can directly change the
texture latent code wy of the certain local region and then fuse the
edited high-dimensional texture features, so that the generated
image is more natural and controllable. Due to the unavailability
of the source code for local texture editing in IDE-3D, we invert
the texture editing images given in their papers, which are not
real human face images, but images generated by IDE-3D. Local
texture editing results are shown in Fig. 7. It can be seen that
IDE-3D hair texture editing results have a strong sense of border
and contain jagged parts. In addition, after editing the mouth
texture with IDE-3D, the geometry of the mouth is changed.
Some of the results contain closed mouths, while others show
open mouths. This shows that IDE-3D does not achieve effective
decoupling of geometry and texture. At the same time, the
edited mouth texture is unnatural and foggy, even spreading to
non-mouth regions. The images edited by LC-NeRF are more
natural and controllable, benefiting from our proposed local
generators and high-dimensional feature fusion mechanism.

F. Efficiency

In order to demonstrate the efficiency and computational cost,
we present the respective time required by each method to
generate a single image. The results are shown in Table IV.
All measurements are performed on an AMD EPYC 7302 CPU
and a single GeForce RTX 3090 GPU.

G. Perception Study

We conduct a perception study to further verify the
effectiveness of our method. We show the input image,
the corresponding source mask and the edited mask, and
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Input Face Source Mask Edited Mask FENeRF IDE-3D NeRFFE Ours

Fig. 9. In each case, we show the input face, the source mask, the edited mask (the arrow marks the editing region), and the face editing results of the four
methods.
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TABLE V
RESULTS OF PERCEPTION STUDY

Method \ FENeRF IDE-3D NeRFFE Ours
Image quality (1) 1.12 2.46 2.93 3.49
Face consistency (1) 1.13 2.34 3.00 3.51
Editing effect (1) 1.72 2.44 2.58 3.27

four edited results (including FENeRF [13], IDE-3D [14],
NeRFFaceEditing (NeRFFE) [15], and Ours) for each editing
sample. Results from all four methods are placed in random
order. In this perception study, each participant needs to rank
images on 17 examples, some of which are shown in Figs. 6
and 9 in the following three aspects respectively:

® [mage quality, which measures the quality of face images

generated by different methods;

® Face consistency, which measures whether the edited face

is consistent with the input face, that is, whether the face
identity changes before and after editing;

e FEditing effect, which measures the correctness and the

quality of editing results.

In total, 40 participants participated in our perception study,
and we got 40(participants) X 17(questions) = 680 subjective
evluation for each method. On average, each researcher spent
21.85 minutes on our survey. When computing the final score,
the method ranked as first in each evaluation result translates to
a score of four, the second translates to a score of three, the third
a score of two, and the last a score of one.

As shown in Table V, our method achieves scores of 3.49,
3.51, and 3.27 in image quality, face consistency, and editing
results respectively, exceeding the scores of FENeRF, IDE-3D,
and NeRFFE. The visualization results are shown in the Fig. 8
in the form of a boxplot.

We also perform the ANOVA tests on the three aspects and
get the F vlaues for image quality (F' = 252.39, p < 0.001), face
consistency (F' = 215.42,p < 0.001), and editing effect (F' =
90.95,p < 0.001). It can be clearly seen that our method has a
significant improvement over the other three methods.

H. Ablation Study

The proposed SAFM uses semantic confidence to fuse local
geometric features to get the global geometric feature, and then
passes through the FC layer to get the density. To verify the
effectiveness of SAFM, we replace it with two other architectural
designs: each geometric sub-generator predicts the density sep-
arately, and then the final density is calculated by a) Baselinel:
summing the densities; b) Baseline2: summing the densities
weighted by semantic confidence s;. Fig. 10 shows that the
fusion operation will fail without the proposed SAFM. This
demonstrates that the approach of predicting the total density
through the global geometry feature is better than that of each
sub-generator to predict its own density, resulting in a more
spatially continuous density. This verifies the effectiveness of
SAFM in semantic 3D-aware generation model.

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 30, NO. 8, AUGUST 2024

with SAFM

Basiine[ Bas;lneZ

Fig. 10.  Ablation studies of the proposed SAFM.

“red lips “thick

with smile”

“long thick
blue hair”

Initial Image

eyebrows”

“purple curly “blue eyes”

hair”

Initiallage

Fig. 11. Results of text-driven face editing. Give an initial image (left), LC-
NeRF can edititdirectly through the text. The figure shows the results of multiple
local region edits, accumulative from left to right.

1. Text-Driven Face Editing

Text-driven face editing allows users to edit face directly using
text, which is an effective and convenient way of editing. There-
fore, we also explore applicaiton of LC-NeRF in text-driven
image editing. We used StyleCLIP [5] with ViT-B/32 pretrained
model for text guided latent manipulation. The driving text can
directly optimize the W+ space latent code. In our experiments,
generated images are controlled by short text clips, such as thick
eyebrows” and “red lips with smile”, using CLIP loss [5]. We
present sample edited images with corresponding prompt texts,
with 100-300 latent optimizaiton steps, in Fig. 11. In each line of
Fig. 11, editing results are accumulated, with each image using
the optmized latent from the previous image as a starting point.
The result shows that LC-NeRF allows for fine-grained control
of facial features and accurate editing driven by text, enabling
text-based editing of one facial feature without affecting other
regions.

V. CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

We propose LC-NeREF, a local controllable and editable face
generation method, which can generate view-consistent face
images and semantic masks. Compared with the previous state-
of-the-art face editing methods, LC-NeRF has achieved more
fine-grained feature decoupling, including local region decou-
pling and decoupling of geometry and texture. Our method
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achieves the best performance in face editing, which ensures
the stability of non-editing regions and the consistency of face
identities. Our method supports local mask editing, local and
global texture editing, and can easily be extended to downstream
tasks, such as text editing.

A limitation of our study is that while we can decouple
the local regions and their geometry and texture, we are un-
able to finely control the local internal texture, including intri-
cate details such as hair texture and facial wrinkles. Moving
forward, our future research will focus on developing meth-
ods to achieve finer-grained control over the content of local
texture.

Following StyleSDF [11], we choose SDF as our 3D represen-
tation. Each spatial pointis relatively independent, which is more
conducive to spatial decoupling. In the future, we will explore
our performance on the latest 3D GAN, such as EG3D [10].
The proposed SAFM can be easily transplanted to any 3D GAN
model.
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