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Fig. 9: Tuning cropping results by exploring the example library and selecting better reference examples.

reference example (A ) as the focus example photo. Our tool
generated the layout shown in Fig. 9(b). When P4 examined
the example view, some beautiful examples of reflection
photography (C to F) quickly caught her attention. She then
realized that she could follow these examples to emphasize
captivating reflections in the water by using symmetric
composition. Intrigued by this idea, she drilled into cluster
E to explore more examples. She finally chose the three
reference examples shown in Fig. 9(c). After comparing
the corresponding cropping results, she quickly decided
to use the third one (G), and fine-tuned the horizontal visual
balance to get the final cropping result.

6.3.2 Batch Cropping

This case study demonstrates how PhotoRecomposer helps
users efficiently crop a set of photos by using the batch
cropping function (R5). We used dataset C provided by P5.
He took these photos while watching a series of college
baseball games. By using the batch cropping function, he
was able to generate proper cropping results for 41 photos by
carefully cropping only three photos. Here, we only introduce
one example of batch cropping.

P5 took many photos of home plate, which is the starting
point for much of the action on a baseball field. To generate
good cropping results for these photos, he cropped Photo
0 (Fig. 10(b)), which was a typical example of the photos
capturing home plate. Photo 0 shows a batter and a catcher
on the home plate preparing to hit/catch a ball coming
from the right. The cropping box on Photo 0 shows how P5
recomposed this photo. He left more space on the right side,
as the empty space helps the viewer imagine the incoming
pitch flying through the frame [53]. To make the photo more
compact and visually balanced, the space at the bottom of
the photo was cut.

After P5 cropped Photo 0, he performed batch cropping
and our tool provided cropping recommendations of photos
with similar compositions. Photos 1 to 24 in Fig. 10(a) show
the top 24 cropping recommendations. These photos were
ranked based on their composition similarity with Photo 0.
Here the orange boundaries of the recommendations repre-
sent the cropping results that were accepted by P5. Overall,
the recommendations were accurate, with 16 out of 24 (67%)
recommendations accepted. PhotoRecomposer successfully
found many photos with similar compositions (e.g., Photos
1-4) and recomposed them by cutting unnecessary space
at the bottom or top while leaving empty space on the

right. Our tool also worked for photos that had less similar
compositions. For example, the subjects in Photos 15, 16, and
22 were much smaller compared with that of Photo 0. Even
for these photos, our tool generated proper cropping results
by cutting unnecessary empty spaces and giving the subjects
a heavier visual weight.

P5 said he usually takes many photos of similar scenes.
The batch cropping function enabled him to quickly crop
these photos with little effort.

7 DISCUSSION

Although the evaluation demonstrates the usefulness and
effectiveness of our prototype, there are several limitations.

First, the performance of our tool depends on the com-
position structures of photos. It performs well for photos
that contain a few salient regions. However, our tool may
fail to handle photos with a large number of salient region if
the composition extraction method fail to extract the salient
regions or the example library does not contain enough
similar examples. Typically, the number of relationships,
such as the position relationships between salient regions, is
exponentially increased with the number of salient regions
in a photo. As a result, it usually requires more examples
to support the recomposition of such photos. Currently, we
solve this problem by providing a manual cropping function.

Second, we currently only consider the composition
distance when ranking the recommended examples, which
may recommend a different type of example photos (e.g.,
a scenery photo) to a user photo (e.g., a portrait photo) to
be recomposed. After examining the compositions of the
two matched photos, the participants said they understood
why such photo are recommended first. Several participants
commented that recommending different types of photos
may trigger them to make an innovative recomposition. In ad-
dition, two participants suggested ranking the recommended
example by incorporating the information of photo types.

Third, the target users of our tool are amateur
photographers. We invited three professional photographers
to evaluate PhotoRecomposer. Although they believed that
this tool can help them with some simple recomposition
cases, two of them pointed out that photo recomposition is
an art in most cases, and they prefer to do it manually. As
indicated by our user study, the amateur photographers were
satisfied with the recomposition results created by our tool.
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Fig. 10: An example of batch cropping. The user cropped the highlight photo on the right and asked the tool to crop other
photos based on this cropping result. The 24 photos with cropping boxes on the left show cropping recommendations
provided by our tool. The recommendations accepted by the user were marked in orange.

8 CONCLUSIONS AND FUTURE WORK

We have developed a visual analysis prototype, PhotoRecom-
poser, to interactively recompose photos. The key aspects
of PhotoRecomposer are an earth-mover-distance-based
online metric learning algorithm, a multi-level example
photo layout method, and a set of interactions for effective
recomposition. The experimental results, user study, and case
studies demonstrate the efficiency and effectiveness of our
prototype in recomposing photos.

We plan to investigate a couple of directions for further
research. Our method currently works well for photos that
contain a few salient regions. Due to the limitations of the
existing composition extraction methods and lack of enough
examples, our method may fail to recompose photos with
a large number of salient regions. Future directions may
include the handling of photos with more salient regions.
One possible solution is to employ global image features, e.g.,
features extracted with a convolutional neural network. We
are also interested in incorporating the semantic information
of salient regions (e.g., types of salient regions) when ranking
the recommended examples, with an aim of recommending
the examples with the same type of salient regions first.
Finally, we intend to provide more editing functions, such as
photo rotation and correcting the composition descriptors, to
make the tool more useful.
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