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Figure 1: We address the problem of background identification in highly dynamic videos, i.e., reliably classify background features from
all those extracted from video frames. As an essential step for robust camera motion estimation, our method directly leads to significant
improvements in applications such as stabilization, video composition and background reconstruction.

Abstract

Extracting background features for estimating the camera path is
a key step in many video editing and enhancement applications.
Existing approaches often fail on highly dynamic videos that are
shot by moving cameras and contain severe foreground occlusion.
Based on existing theories, we present a new, practical method that
can reliably identify background features in complex video, lead-
ing to accurate camera path estimation and background layering.
Our approach contains a local motion analysis step and a global
optimization step. We first divide the input video into overlapping
temporal windows, and extract local motion clusters in each win-
dow. We form a directed graph from these local clusters, and iden-
tify background ones by finding a minimal path through the graph
using optimization. We show that our method significantly outper-
forms other alternatives, and can be directly used to improve com-
mon video editing applications such as stabilization, compositing
and background reconstruction.

Keywords: Feature point trajectory, background detection, video
enhancement, video stabilization, camera path estimation

Concepts: •Computing methodologies → Image manipulation;
Computational photography;

1 Introduction

Estimating camera motion from a video sequence is a fundamental
task for many video editing and enhancement applications. For in-
stance, videos captured by hand-held cameras often have unsteady
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and un-directed camera motion, making them unpleasant to watch.
Video stabilization aims at solving this problem [Grundmann et al.
2011; Liu et al. 2013b], and extracting sparse feature points for es-
timating the original camera motion is typically the first essential
step in existing approaches. It is also a necessary step for efficient
edit propagation in video. For instance, for the task of inserting a
new object in the background of a video shot by a moving camera,
if the camera motion can be reliably estimated, the user can simply
place the object in the first frame, and have it propagated automati-
cally to the rest of the sequence.

In previous work, camera motion is usually estimated by extracting
sparse feature points from each video frame, and matching them
across frames for computing inter-frame transformations such as
homographies [Grundmann et al. 2011; Zhang et al. 2015]. In other
works, the camera motion is implicitly represented by a collection
of long-range feature trajectories [Rao et al. 2010; Liu et al. ]. A
common assumption made in previous work is that the extracted
feature points, or the vast majority of them, especially those that
can be tracked for a long range, are located in the static background
regions of the video. Their displacements across frames are only
caused by camera motion. For improved robustness, RANSAC is
often used to filter out outliers from the tracked features. This sim-
ple feature selection strategy however is insufficient to handle dy-
namic videos that contain large moving objects (see Fig. 3). In
such videos, since the background is heavily occluded, the majority
of features one can extract are instead located on the moving ob-
jects. Furthermore, given the intense object and camera motion, the
revealed portion of the background is constantly changing, mak-
ing long range background tracking impossible. Due to the lack of
a more robust feature selection mechanism, existing video editing
approaches often cannot reliably estimate the original camera mo-
tion in such cases, and report it as a typical failure mode that is well
documented in the literature [Liu et al. ; Liu et al. 2013b].

In this work, we present a new Background Identification method
that can reliably identify background features in videos of highly
dynamic scenes. Our work is grounded on the well-known theory
in computer vision that point trajectories belonging to different mo-
tions can be treated as living in different linear subspace of dimen-
sion 4 or less [Tomasi and Kanade 1992; Boult and Brown 1991].
It serves as the foundation for various motion matrix decomposi-
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tion strategies [Costeira and Kanade 1998; Wu et al. 2001; Yan
and Pollefeys 2005] for motion segmentation or in background mo-
tion subtraction [Elgammal et al. 2000; Cui et al. 2012]. However,
as we will discuss more in the next section, previous background
subtraction and motion analysis methods make strong assumptions
on the input video such as static camera; the existence of a large
number of long range feature trajectories; moving objects have to
be few and small, etc. These assumptions often do not hold in real-
world videos, especially amateur ones. In contrast, our approach
makes weaker assumptions that are valid in more cases: (1) partial
visibility: we assume a portion of the background is always visible
in the video, although its size could vary and be small; (2) short-
range trackability: we assume in any short period of time (e.g.,
one second), a number of background features can be extracted and
tracked, although they could be far less than the foreground features
in the same period. As we will show later, these assumptions are
often valid even in very challenging examples (see Fig. 5).

Following these assumptions, we propose a two-level approach for
background identification. In the local motion analysis step, we di-
vide the video into overlapping local temporal windows: in each we
cluster features into local feature groups as background hypotheses.
At the second, global optimization step, treating each hypothesis as
a graph node, we perform a spatio-temporal graph optimization to
choose local feature groups that together can yield coherent cam-
era motion for the entire video. As an advanced feature selection
tool, our method directly leads to better, more robust camera motion
estimation, thus can greatly improve many existing video editing
tasks in difficult cases. As examples, we show that our method can
be applied for important tasks including better video stabilization,
background reconstruction and video object composition.

2 Related Work

We now briefly review most related works.

Dense segmentation and background extraction Segmenting
video frames into semantic regions is a fundamental problem in
computer vision [Fragkiadaki and Shi 2011; Perazzi et al. 2015;
Taylor et al. 2015]. There are also methods on video over-
segmentation to provide more compact video descriptions for high-
level applications such as object extraction [Van den Bergh et al.
2012; Chang et al. 2013; Zhang et al. ]. Background subtraction,
i.e., constructing a clean background plate and using it to extract
moving objects in video, is one of the segmentation tasks that is
most related to our work.

Most background extraction methods focus on reconstructing the
background for static surveillance cameras [Elgammal et al. 2000;
Barnich and Van Droogenbroeck 2009; Cheng et al. 2011], hence
cannot handle moving cameras. To relax this restriction, Hayman
and Eklundh [Hayman and Eklundh 2003] used homography trans-
formations for frame alignment and identify regions that are con-
sistent with the transformations as background. This approach fails
when large moving objects present and homographies cannot be es-
timated accurately, a problem we try to solve in this work. Zhang et
al. [2007] use depth information for more robust foreground seg-
mentation. However, accurate depth itself is hard to extract for
complex scenes with multiple moving objects. More recently, Chiu
et al. [2010] and Mumtaz et al. [2014] proposed new probabilistic
models to solve this problem, under the assumption that the back-
ground region is almost the same in the entire video. It thus cannot
work with videos captured with more intense camera movement,
such as panning the camera to sweep through a large scene. Papa-
zoglou et al. [2013] proposed a robust object extraction method that
performed well on videos captured by fast-moving cameras, but it
is limited to allow only one moving object.

Motion segmentation on feature trajectories Grouping feature
trajectories based on motion information is highly related to our
work. In previous methods, feature point trajectories are first ex-
tracted by feature tracking, and then arranged together to form a
large matrix. Matrix decomposition method [Tuzel et al. 2005; Vi-
dal et al. 2008] and compressed-sensing-based data coding meth-
ods [Ma et al. 2007] are used to find the best clustering of the
trajectories. Rao et al. [2010] proposed a method to deal with
incomplete, or corrupted trajectories. Luo et al. [Luo and Huang
2014] introduced an adaptive manifold model to describe the tra-
jectories. For long-range trajectories, Sand et al.[2008] and Brox
et al. [2010a] proposed robust motion estimation and segmentation
methods. These approaches do not explicitly identify background
feature trajectories, the problem we address in this work.

It is well known theorem that background trajectories tend to form
a low rank matrix, a property that has been heavily explored for
various applications such as stabilization and background subtrac-
tion [Sheikh et al. 2009; Cui et al. 2012; Liu et al. ]. These meth-
ods assume that long-range background tracking is possible, thus
are not directly applicable to videos with constant camera motion,
where background features can only be tracked in short ranges.

Video stabilization For videos shot by hand-held cameras, video
stabilization is an essential tool for improving their perceptual qual-
ity. To stabilize a video, estimating the camera motion is a key
step. A typical video stabilization pipeline contains the follow-
ing steps: (1) feature extraction and tracking/matching, for original
camera motion estimation; (2) computing new, more stable cam-
era motion; (3) applying the new camera motion to render the final
frames. Previous methods largely focus on the later two steps, and
study various ways to compute the new camera path, such as 2D
smoothing [Litvin et al. 2003; Matsushita et al. 2006], epipolar ge-
ometry [Goldstein and Fattal 2012], 3D reconstruction [Liu et al.
2009], subspace projection [Liu et al. ], L1-optimization [Grund-
mann et al. 2011], and bundled camera path optimization [Liu et al.
2013b]. These methods can also be used to stabilize the display
of a projector [Willi and Grundhofer 2016]. Despite using robust
feature tracking [Battiato et al. 2007], these methods pay very lit-
tle attention to the first step. They only use basic methods such as
RANSAC or heuristic filters, or manual feature selection [Bai et al.
2014; Yang et al. ] for removing feature outliers. As a result, these
methods often fail on videos of highly dynamic scenes, as explic-
itly reported as a major limitation in the literature [Grundmann et al.
2011; Liu et al. ; Liu et al. 2013b]. As a replacement for RANSAC,
our work can be easily integrated into these approaches to improve
their performance in challenging cases.

3 Algorithm

3.1 Overview

As heavily explored in previous approaches, our method relies on
the fact that background feature displacements at each frame can
be well approximated by a global homography. Although the ho-
mography assumption is not accurate when strong parallax exists,
we found it works well for background identification, a task that
has a higher level of tolerance against alignment errors than other
rendering applications such as hole filling. In contrast, dynamic
foreground objects often exhibit far more complex motion, leading
to less coherent feature trajectories. We cluster feature points based
on their motion, and rely on the coherence of the feature trajectories
inside each cluster to identify the background.

However, for complex videos captured with moving cameras, the
background features often have very short live spans, sometimes
much shorter than foreground features (see Fig. 3(a)). Motion co-
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Figure 2: Algorithm illustration.

herence analysis thus can only applied in small local temporal win-
dows. Applying motion analysis in short temporal windows brings
additional difficulties for background identification. Firstly, in a
short window, some parts of the foreground objects may undergo
a similar rigid transformation to the background. Secondly, if we
make independent decisions in each local window, features span-
ning multiple temporal windows may be assigned to conflicting la-
bels. It is thus necessary to consider all feature trajectories together
to achieve a coherent and robust background labeling.

Considering the needs for both local and global temporal feature
analysis, we propose a two-step approach. As shown in Fig. 3,
we first divide a video into overlapping short temporal windows.
In the first step, we apply motion analysis in each local window,
and group feature trajectories into a set of clusters: each cluster is
a background hypothesis. In the second step, treating each feature
cluster as a node and arranging them in the temporal order, we build
a directed graph model, and apply global optimization to obtain a
path through the graph that has the overall simplest motion. Finally,
we apply a cluster refinement step to identify as much background
features as possible in each local window.

3.1.1 Local motion analysis

Our method focuses on finding background features from tracked
feature trajectories. Any reliable feature point detection and track-
ing methods can be used to initialize this process. In our imple-
mentation, we use the standard KLT tracker [Baker and Matthews
2004] given its robustness and efficiency. For the i-th tracked point
pi, its position in frame t is denoted as pit. The starting and ending
frame of pi are denoted as si and ei, respectively.

After feature tracking, as shown in Fig. 2, we segment the video into
K overlapping temporal windows, each has W frames. The amount
of overlapping is W/2. We use a fixed width for the windows:
W = 40 for videos at 30fps. For features that exist on more than
0.5W frames in window k, we add it to the feature set Pk, which
stores all the features that will participate in motion analysis in this
window. We purposely avoid using feature trajectories that are too
short since they are less reliable.

For each feature set Pk, we apply motion clustering, a problem well
studied in the motion segmentation literature [Ma et al. 2007; Vidal
et al. 2008]. For an object with rigid motion, which contains P
feature trajectories with width W , following the representation in
[Vidal et al. 2008], the spatial feature positions can be linked with

their 3D coordinates {(Xp, Yp, Zp)}p∈[1,P ] by:

Γ =




x11 x12 ... x1P
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...
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...
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=
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Y1 ... YP
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1 ... 1




(1)

where At is the affine projection matrix at frame t. The rank of the
left matrix should be smaller than the minimum rank of the right
two matrices: ideally less than 4. If there are n moving objects (in-
cluding the background), all feature trajectories can be represented
by [Γ1,Γ2, ...,Γn]

T . Motion segmentation aims to decompose the
trajectory matrix according to Eqn. 1. Given that there are missing
entries due to occlusion, we use the method proposed by [Rao et al.
2010] to first complete the entries based on disciplined convex pro-
gramming. Following [Ma et al. 2007], we then use the agglomer-
ative lossy compression method to choose the best clustering result
with the smallest recovery error from different segmentation sug-
gestions. Some clustering examples are shown in Fig. 3.

Note that for this application, we use an affine model as an approx-
imation to real-world cameras in camera motion analysis due to its
generality and simplicity. Such approximation has been proved to
be effective for motion analysis [Ma et al. 2007; Rao et al. 2010],
and turns out to be also sufficient in practice for this task in small
temporal windows.

3.1.2 Global optimization

For the kth local window, local motion analysis yields nk feature
clusters. To identify background ones, we build a directed graph
over the entire video. Taking different windows as stages from the
start to the end of the video, we define nk nodes in each stage:
each node corresponds to a feature cluster. Denote these nodes in
stage k as {Nk

1 , N
k
2 , ..., N

k
nk

}. We add an arrow from one node in
the current stage to another in the next stage, only if some feature
trajectories exist in both clusters. The number of shared trajectories
between the two nodes are denoted as Su,v

k,k+1, where u and v are
the labels of the nodes in stage k and (k + 1), respectively.

Once the directed graph is built, the goal is to find a continuous path
through the entire video that is optimal according to some back-
ground measurement metrics. In the rare case where there is no
single link between stage k and k + 1 (sudden scene change or
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(a)

(b)

Figure 3: Examples of feature clustering in temporal windows. Feature points of the same color form a cluster in the current temporal
window. The red arrows point to the clusters that are labelled as background using our method.

severely blurred frames), we just divide the graph into two and run
optimization in each. The key to the success of this optimization is
a properly defined background metric, which we describe next.

In a dynamic video shot by a moving camera, the background tra-
jectory matrix will have a lower rank than those of foreground fea-
ture clusters for two reasons: (1) the background motion can be ap-
proximated as a homography transformation, which is simpler than
typical non-rigid, spatially-varying foreground object motion; (2)
the background motion is caused by camera motion alone, while
foreground motion contains both camera and object motion. We
analyze the local motion complexity by checking the rank of the
trajectory matrix of each graph node. For a given trajectory matrix
Γ, we apply SVD decomposition:

Γ = UΣV T (2)

If Γ is a low rank matrix, Σ will have only a few nonzero singular
values. In practice we take the number of singular values which are
larger than a threshold τ as the rank value. τ is set to 0.05 in our sys-
tem and the feature point positions are normalized to [0, 1]2. Here,
we still use the low rank approximation as described in Sec. 3.1.1.
For video shorter than 50 frames (2 seconds), Rao et al. [2010] and
Cui et al. [2012] have shown that SVD-based rank extraction meth-
ods can well represent the potential motion complexity. If larger
windows are needed (e.g., larger than 100 frames), the projective
factorization method proposed in [Christy and Horaud 1996; Sturm
and Triggs 1996] can be used to produce more precise rank values.

We use this rank analysis to define the weights of the edges between
neighboring states. Only trajectories that appear in both neighbor-
ing nodes are used to form a matrix. The calculated approximate
rank of the matrix is denoted as ri,jk,k+1, where i and j are the clus-
ter indexes in stage k and k + 1, respectively. The weight of the
edge ei,jk,k+1 is defined as:

ωi,j
k,k+1 = exp(−αSu,v

k,k+1) · ri,jk,k+1 (3)

The smaller the weight is, the less complex is the underlying mo-
tion. Note that we add an exponential term that considers the influ-
ence of the number of shared features between two stages. When
the ranks are equal between two matrices, the pair of nodes that
have more features in common will have a smaller weight. In our
experiments we set α = 0.1.

Now we need to find an optimal path through which the sum of the
edge weights is the smallest. The optimal path should be chosen
from all possible paths from the first stage to the last one. We use

(a)

(b)

(c)

(d)

Figure 4: (a)(b) Feature points on two frames. The arrows show the
motion directions of two different groups of background points. (c)
Feature clustering result. Yellow ones are selected as background
in Sec. 3.1. (d) Result after label refinement in Sec. 3.2.

dynamic programming to find the best path from a node i in the
first stage to the node j in the last stage. Defining the minimum
sum of the weights from node N i

k in stage k to node N j
l in stage l

as M(N i
k, N

j
l ) , we have:

M(N i
k, N

j
l ) = min{M(N i

k, N
q
l−1) + ωq,j

l,l−1}q∈Φ
j
l

(4)

Where Φj
l represent the set of subscripts of nodes which have ar-

rows pointing to the node. This problem can be solved by dynamic
programming. Finally, we exhaustively search different combina-
tions of the starting and ending clusters to find the optimal path. All
feature trajectories that are in the nodes of this path are labeled as
background.

In Fig. 3, we show two challenging examples for background iden-
tification. In example (a), the background is heavily occluded by
moving foreground objects; the camera also sweeps, keeping the
visible portion of the background changing. In example (b), the
foreground object is smaller, but the water surface has a complex
appearance change and a large number of feature points can be de-
tected in it, which cannot be used for estimating the camera motion.
Our method produces reliable background labeling in both cases.
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(b)
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Figure 5: Examples of final selected background feature points, showing as green. Pink points are classified as non-background.

3.2 Background label refinement

The above optimization process labels one background cluster in
each temporal window. However, in some cases, the background
features may be divided into several clusters in a local temporal
window. As shown in Fig. 4, when the camera is zooming out, the
points on the left wall move towards right, while those on the right
wall move in the opposite direction. Although they are following
the same homography transformation, they may still be grouped
into different clusters due to their motion difference, thus only a part
of the background features will be correctly labeled by the above
optimization process. We propose an additional label refinement
step to solve this problem, by using more features such as color and
spatial position.

In each temporal window, we first exclude all features that have
been labeled as background, and re-cluster the remaining features
in the joint color and spatial space. For color feature, we use the
average Luv color in a small neighborhood centered at a feature
point in all frames that it appears. For spatial feature, we use its
normalized spatial positions at the starting and ending frame of this
window. We use manifold mean shift cluster [Subbarao and Meer
2006] to segment these feature points into groups. Note that these
groups are different from the original clusters which are formed by
using motion information only.

We then check if each feature group’s motion is consistent with
the existing background features. This is done by first estimating
the homography matricesHt between neighboring frames using the
current background feature set Bk for the k-th window, and com-

puting average mapping errors ct for all frames in this temporal
window. We then check the errors of using {Ht} to estimate the
positions of each point group in this window. For a feature group,
if its average error is smaller than ct, then the features in this group
are added into Bk. This procedure is iteratively performed until no
more point group can be added into Bk.

We choose homography as the motion model here because it is a
reasonable approximation for camera motion estimation as shown
in recent works on background replacement [Zhong et al. 2014] and
video synchronizing [Wang et al. 2014]. For videos with smaller
FOVs, the subtle motion difference among features caused by depth
is usually overwhelmed by large camera translation and rotation,
then a homography can well model the transformation between
neighboring frames. As in Fig. 4, the feature points movements
caused by camera zooming out and shaking are much larger than
that caused by scene depth variation, which allows us to produce
correct background labels.

Note that some long feature trajectories that live across multiple
stages may be labeled only partially as background. This is a com-
mon situation when a foreground object stops moving for a short
time, so that its feature points have the same motion as the back-
ground temporarily. Although this does not affect camera motion
estimation much, for semantic consistency we remove these fea-
tures from the final background feature point set.
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4 Applications

With reliable background feature selection, our method directly
leads to better camera motion estimation, a key component in many
video editing tasks.

4.1 Improving video stabilization

Feature tracking and camera motion estimation is the first important
step in previous video stabilization approaches. To demonstrate the
effectiveness of our method, we develop an examplar video sta-
bilizer that combines our feature selection with the widely-used
L1 optimization framework [Grundmann et al. 2011; Zhang et al.
2015]. Note that our method is not limited to a specific stabiliza-
tion algorithm, and can be easily combined with others. In this
particular implementation, given a sequence {I0, . . . , In}, a ho-
mography transform matrix Ht+1 is estimated between each suc-
cessive pair of frames via It+1 = Ht+1It, using selected back-
ground features extracted by our method. The original camera path
is represented by the sequence of matrices H1, . . . , Hn. The ob-
jective of stabilization is to obtain an updated proxy camera path
{H ′t} = {P tHt}, where the derivatives of the entries of {H ′t}
are minimum. It is obvious that in this method, accurately estimat-
ing the original homography matrices between neighboring frames
is a key factor to the quality of the final stabilization result.

Comparisons and Evaluation

Fig. 6 shows a comparison between our stabilization result and a
recent method proposed in [Liu et al. 2013b]. Due to the heavy
influence of moving foreground people, the original camera mo-
tion cannot be reliably estimated using simple filtering used in [Liu
et al. 2013b], thus their results contain jittering and wobbling. Our
method generates better results with a more stable camera path. The
complete sequences and more comparisons with other methods can
be found in the supplementary material.

To quantitatively evaluate how much improvement our method en-
ables, We further conduct a comprehensive evaluation on a syn-
thetic dataset. We construct dynamic 3D scenes in Maya, and sim-
ulate both jittering camera paths to produce input videos, as well as
steady camera paths to produce the ground truth for stabilization.
This is done by manipulating the camera parameters including rota-
tion, translation and zooming directly in Maya scenes. Fig. 8 show
such an example.

Ours(%) L1-optimization(%)
Rotation-X,Y,Z 7.6, 6.3, 3.0 21.3, 30.2, 24.1

Zooming 8.9 12.5
Translation-X,Y 12.2, 13.5 18.7, 19.0

Average 8.6 21.0

Table 1: Average errors of the camera motion parameters of the
stabilized camera paths.

In Fig. 8, we also plot the motion parameters including zooming,
rotation and translation from the recovered homography sequence
using the method described in [Malis and Vargas 2007]. To sim-
ulate a shaky camera, we add smaller noises in translation and
zooming, and larger noises in rotation. We have found that even
1 or 2 degrees of rotation noise will cause serious shakiness. We
stabilize the shaky videos using the L1-optimization stabilization
method [Grundmann et al. 2011] and our modified stabilizer. We
then use the ground truth background points in the stabilized result
to computed the stabilized homography matrices, and compare the
estimated motion parameters with the ground truth. As the curves in
Fig. 8 show, compared with the path recovered without background
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Figure 8: One example in the synthetic stabilization dataset. The
curves show the ground truth camera motion (dashed line), jittered
path (top-right), our stabilized path (bottom-left) and result from
L1-optimization stabilization method in [Grundmann et al. 2011]

.

identification, our result is more accurate, i.e., closer to the ground
truth, especially when there are large moving foreground objects.
Table 1 shows the average parameter recover errors on this syn-
thetic dataset. On average the recovered parameters have an error
of 8.6% after applying background identification, compared with
21% using standard RANSAC. Furthermore, our result has much
smaller errors in rotation, the main source for content jittering. Vi-
sual comparisons further confirm that videos produced with back-
ground identification have higher visual quality than those without
(see user study in the supplementary material).

4.2 Layered video editing

Given the identified sparse background feature points using the pro-
posed method, we can further produce pixel-wise dense background
masks in dynamic videos. The dense masks are required for layered
video editing, an important task in the postprocessing pipeline. To
achieve this, we first use a dense video segmentation method pro-
posed in [Grundmann et al. 2010] to over-segment the input video.
For regions containing labeled feature points, they are directly la-
beled as either foreground or background, unless there are conflicts
among feature labels inside the region. The labels are then propa-
gated using a greedy method to other spatial and temporal neigh-
boring regions that do not contain tracked feature points. The sim-
ilarities of the average optical flow and pixel color are used to de-
termine which label to assign, if an unlabeled region is adjacent to
both foreground and background regions. The labels will be itera-
tively propagated to the unlabeled regions if the labeled region has
more similar temporal and spatial features.

The dense masks can be used in many editing tasks, for example,
inserting a new object in the background. The user can place the
new object at the proper location on a key frame. Using the la-
beled background feature points, we can compute a local homogra-
phy transformation between a pair of successive frames, allowing
the new object to change its position across frames according to
the camera motion. For seamless blending when the foreground
occludes the new object, we use a video matting method [Bai et al.
2011] to produce soft masks for the foreground layer in such frames
for compositing. An example is shown in Fig. 7, where correct
foreground occlusion is generated.
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(a) 

Our result

[Liu et al. 2013]

(b) 

Figure 6: Comparisons on video stabilization. Top: results of Liu et al. [2013b]. their result contains jittering and unnatural deformation.
Bottom: our results do not contain these artifacts. Please refer to the supplemental material for full video results.

Input

Result

Figure 7: Examples of background edit propagation. The arrows show the edited regions. Please refer to the supplemental material for full
video results.

4.3 Background reconstruction

Constructing a clean background plate from a video is another com-
mon video editing task. For a dynamic video with moving fore-
ground objects, different parts of the background will appear at
different times. Using the labeled background features produced
by our method, we can (1) better align video frames into a global
coordinate space; and (2) determine which region to take on each
frame in order to produce the final background plate. Again, we
use the sparse-to-dense propagation method introduced in Sec. 4.2
to produce the dense mask for all the background region in differ-
ent frames. To further improve the sharpness of the reconstructed
background, we introduce an extra refinement step by performing
standard guided patch synthesis, i.e., querying background image
patches from original video frames to reconstruct the initial back-
ground. Every frame can then be aligned to the global background
plate to generate a background video, as shown in Fig. 9 and the
supplementary video. In comparison, replacing our method with
RANSAC results in a background that contains obvious distortions
and foreground residuals, as shown in Fig. 9.

5 Results and Evaluation

5.1 Performance

We implemented our approach in a mix of C++ and Matlab on a PC
with an Intel Xeon E5620 CPU at 2.4GHz and 16GB RAM. Using
a single core, for a video with 240 frames, feature tracking takes
about 10 seconds, motion segmentation takes about 1 to 8 minutes
in each temporal window according to the number of feature points
involved, using the Matlab implementation provided by Rao et al.
[2010]. It takes 3 − 5 seconds to compute the rank of each cluster
and find the optimal path. The final refinement step takes about 10
seconds to converge in each window. Note that all these steps are
fully automatic. We have also parallelized motion segmentation and
final refinement so multiple temporal windows can be computed
simultaneously. The whole algorithm has a linear complexity over
the video length.

5.2 Comparisons

RANSAC is a common method used in previous camera motion
estimation approaches for outlier removal [Baker and Matthews
2004]. We use a 5-point-model RANSAC to filter the outliers and
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Input

Background video

Global background

background from RANSAC

Background videoBackground video

Video from RANSAC

Figure 9: Using our method for background reconstruction. The
global background plate recovered using our method is shown
on the top. The background plate recovered using the inliers of
RANSAC is shown on the bottom, which contains obvious distor-
tion and foreground residual.

Rotation Scale-X Scale-Y Transition-X TransitionY

(a) All points (b) Background points

0
0

0

0
0

Figure 11: Comparing homography parameters estimated with and
without our background feature selection. (a) RANSAC filtering on
all feature points. (b) RANSAC filtering on selected background
features. The curves show the parameters of homographies com-
puted between each neighboring frame pair.

directly estimate a full homography transformation to find corre-
spondence between frames. As discussed earlier, it does not work
well when the background features are actually minority in the
whole feature set, such as the example shown in Fig. 11. It visual-
izes the transformation parameters of the estimated homographies
using RANSAC, with and without our background identification. It
shows that using RANSAC only, the transformations are unreliable
and inconsistent between neighboring frames (Fig. 11(a)). Apply-
ing the proposed method prior to RANSAC allows us to estimate
the correct camera motion transformations.

In the recent camera path improvement approach [Zhang et al.
2015], a video saliency map is used to exclude possible foreground
features with high saliency values. The saliency is computed from
both appearance and motion contrasts. However, as shown in
Fig. 10, when the moving objects are large, some parts of the mov-
ing objects may have small saliency values (e.g., the wheels on the
bike), which will be mistakenly labeled as background by this ap-
proach.

Motion segmentation methods [Rao et al. 2010; Tuzel et al. 2005]
can cluster feature trajectories into groups. Using motion segmen-
tation, one can first segment feature trajectories, and then choose
the group that has the lowest rank to be the background. To com-
pare with this strategy, we first use the method in [Rao et al. 2010]
to complete the missing entries in the trajectory matrix using CVX,
and perform motion segmentation on the full trajectories of all fea-
ture points. The result is shown in Fig. 10(c) (full videos are in
the supplementary materials). For such challenging cases, feature
completion is not reliable because most of the trajectories are short,
leading to erroneous motion segmentation results. In contrast, our
method can effectively handle both short and long feature trajec-
tories, resulting in more accurate and stable background identifica-
tion, as shown in Fig. 10 (d).

5.3 Quantitative evaluation I

We conduct a quantitative evaluation on the proposed method over
highly dynamic videos. We collect 10 home videos with large cam-
era motions, and extract features from them. We develop a user
interface to allow human labelers to manually label background fea-
tures using paint brushes. The labeling is first done on keyframes,
then automatically propagated by feature matching. The labelers
are required to carefully examine the result on each single frame
and correct errors if spotted. We recruited 5 labelers to label each
video. For each feature trajectory, it is labeled as background only
if the majority of labelers agree. This forms our benchmark dataset.
It contains about 52,000 feature point trajectories, in which 8,100
are labelled as background.

We compare our method with RANSAC, the saliency-based
method [Zhang et al. 2015] and the motion segmentation
method [Rao et al. 2010]. Brox and Malik [2010a] proposed
another robust motion segmentation method, but it does not
show much advantage over the ALC method proposed by Rao et
al. [2010] for short videos. We only compare with the ALC method.
For RANSAC, we perform it to estimate a homography between
neighboring frames, and treat the selected inliers as background.
The performances of different methods are shown in Tab. 2. The
results suggest that our method achieves significantly more accurate
results than all alternatives. The accuracy and recall of RANSAC
are both low, as it tends to select foreground features when mov-
ing objects are large. We also try a hybrid approach to only ap-
ply RANSAC on the background features selected by our method,
which yields higher accuracy but lower recall, compared with using
our method only. It suggests that for applications where accuracy
is more critical, one can choose to apply RANSAC as an optional
post-processing step to our method.

Method Accuracy(%) Recall(%) F-score
Our method 92.1 90.1 0.911

Ours + RANSAC 97.7 83.8 0.902
RANSAC 56.4 49.5 0.533
Saliency 64.6 69.3 0.670
Rao 2010 46.8 79.0 0.588

Table 2: Recall and precision of different methods in Quantitative
evaluation I.

5.4 Quantitative evaluation II

We conduct another quantitative comparison between our meth-
ods and existing point trajectories segmentation methods, We use
dynamic videos from the VSB-100 video segmentation bench-
mark [Galasso et al. 2013] and DAVIS dataset proposed in [Perazzi
et al. 2016] as our evaluation dataset. In VSB-100, for each HD
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(b) Result from saliency (d) Our result(a) Video saliency map (c) Result from [Rao et al. 2010]

Figure 10: Comparisons on background feature selection. Background features are shown in green and foreground ones are in purple. (a)
Saliency maps for two different frames, computed using [Zhang et al. 2015]. (b) Selected background features by thresholding the saliency
map. (c) Result of motion segmentation [Rao et al. 2010]. (d) Our result.

(a) 

Our result

(b) 

Ground truth GPCA ALCLSA RANSAC [Ochs14]

(c) 

(d) 

Figure 12: Comparisons on the VSB-100 dataset (a, b) and DAVIS dataset (c, d). Background points are shown in green.

quality video, there are pixel-wise manual labels for each object,
provided on one keyframe in every 20 frames. However there is no
foreground or background labels. To produce ground truth back-
ground labeling, we further provide manual annotations of back-
ground objects on these keyframes. Given that not all videos in the
VSB dataset are suitable for evaluating our task (e.g., videos shot by
static cameras), we choose 31 videos that contain significant cam-
era and object motion, yielding about 96, 000 feature trajectories
overall. For videos from DAVIS, we directly use the ground truth
for background segmentation to label all the feature trajectories,
generating 130, 000 feature trajectories.

We compare our method against representative motion segmenta-
tion methods, including GPCA [Vidal et al. 2008], LSA [Yan and
Pollefeys 2006], RANSAC [Tron and Vidal 2007], and the method
proposed by Rao et al. [Rao et al. 2010]. Except for the last one,
these methods cannot handle incomplete point trajectories. We thus
complete the missing entries in the trajectory matrix before apply-
ing these methods. Furthermore, these methods only produce fea-
ture clustering results. We thus apply an “oracle” classifier to clas-
sify each cluster: supposing that background features take a propor-

tion of τ in all extracted features, if more than τ of the features in a
cluster are marked as background in the ground truth, we label the
cluster as background. We also compare our method with the lat-
est dense moving object segmentation method [Ochs et al. 2014].
where the segmentation masks are used to identify foreground fea-
ture points.

The accuracy and recall of different methods are shown in the
Tab. 3. The results suggest that previous motion segmentation
methods often group nearby foreground and background features
into same clusters (see Fig. 12), while our method generates a much
better separation between them. Note that in this dataset, many
objects with very little motion (like standing people) are labelled
as foreground in the ground truth. Since these objects present lit-
tle object motion, they are mostly identified as background by our
method, which lowers our performance scores compared with ex-
periment I. The results from [Ochs et al. 2014] are good when the
camera moves slowly in a small range. However, when the cam-
era moves fast as in the examples shown in Fig. 12(c), it will miss
a large portion of background points. That is because their method
focuses on where optical flow estimation works best, so background
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Figure 13: A failure case where the camera is mounted on the mov-
ing object, thus the moving object is classified as background.

regions that are updating fast will be identified as foreground due
to erroneous flow estimation.

Method Accuracy(%) Recall(%) F-score
VSB DAVIS VSB DAVIS VSB DAVIS

Ours 87.1 84.2 87.6 82.4 0.874 0.833
GPCA 67.5 71.0 70.1 69.0 0.688 0.700

RANSAC 66.2 68.3 70.8 66.0 0.684 0.672
LSA 66.8 72.2 67.5 68.2 0.671 0.702

Rao2010 69.6 67.3 78.9 62.8 0.740 0.650
Ochs2014 66.9 80.9 70.9 80.7 0.689 0.808

Table 3: Recall and precision of different methods in Quantitative
evaluation II.

5.5 Limitations and discussions

Our method may fail in some special situations. Firstly, if the
camera moves together with the foreground object (often called
a “Tracking Shot”), the foreground object will appear to be rela-
tively still in the video, and its feature trajectories will form a low
rank matrix, which are likely to be labeled as background using our
method. Fig. 14 and supplementary video show such a failure case.
In this example, since the camera is mounted on the foreground, the
moving object is classified as the background.

Secondly, if the foreground object occupies the entire frame, or the
camera is moving too fast at one moment and no background fea-
ture can be tracked, the computed background path will be divided
into disconnected chunks. The global optimization would break be-
cause there is no path that can last from the beginning to the end.
Some extra components need to be added to this algorithm in order
to handle more special cases. For example, when the background
completely disappears, we can add long-term feature registering.
For stationary foreground, semantic recognition can be added to
help identify the background.

6 Conclusion

We have presented a new background identification method to ex-
tract background feature points from videos of highly dynamic
scenes, a fundamental building block in many computer graphics
and vision tasks. The results can be used to significantly improve
camera path estimation, and can be used in many video editing and
enhancement applications, such as video stabilization, background
reconstruction and video object composition. As future work, we
plan to further improve the method by introducing semantic pars-
ing on different regions, and explore other applications such as
3D reconstruction from dynamic scene. We also plan to explore
learning-based methods for background identification, by establish-
ing a large dataset of dynamic videos and applying state-of-the-art
machine learning techniques on it.
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