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Fig. 1. DIScene bridges complex 3D scene generation with the industrial production pipeline. DIScene is capable of generating complex 3D scene with
decoupled objects (red text) and clear interactions (light blue text) from natural language description or reference image. The generated scene can be edited
successively by changing interactive objects or their attributes (green text). The generated content could be integrated into industrial production pipeline
for downstream applications, like film, games and animations. Here we show two generation and editing results, as well as the effect of integrating several
generated examples into Maxon Cinema 4D.
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This paper reconsiders how to distill knowledge from pretrained 2D diffusion
models to guide 3D asset generation, in particular to generate complex 3D
scenes: it should accept varied inputs, i.e., texts or images, to allow for flexible
expression of requirement; objects in the scene should be style-consistent and
decoupled with clearly modeled interactions, benefiting downstream tasks.
We propose DIScene, a novel method for this task. It represents the entire 3D
scene with a learnable structured scene graph: each node explicitly models
an object with its appearance, textual description, transformation, geometry
as a mesh attached with surface-aligned Gaussians; the graph’s edges model
object interactions. With this new representation, objects are optimized in
the canonical space and interactions between objects are optimized by object-
aware rendering to avoid wrong back-propagation. Extensive experiments
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demonstrate the significant utility and superiority of our approach and that
DIScene can greatly facilitate 3D content creation tasks.

CCS Concepts: • Computing methodologies → Shape modeling; Ren-
dering; Neural networks.

Additional Key Words and Phrases: instance-aware surface gaussian splat-
ting, 3d generation, diffusion models, scene relation graph
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1 Introduction
The production of complex, high-quality 3D scene is an essential
component in industries such as film, gaming and animation. Yet,
this production process presents a tremendous challenge even for
domain experts, due to the significant workload involved, e.g., creat-
ing the basic models with modeling softwares like Maya or Blender,
enriching/sculpturing the models’ details with tools like ZBrush or
Mudbox, and generating high-quality texture UV maps for the mod-
els with Substance Painter or Photoshop. Recent image-diffusion-
based methods, which enables directly generating 3D content from
texts and/or images, hold the potential of accelerating or even revo-
lutionizing the pipeline, such as (i) distilling knowledge from pre-
trained 2D diffusion models, with approaches like Score Distilla-
tion Sampling (SDS), to guide the optimization of 3D representa-
tions [Chung et al. 2023; Li et al. 2024; Lin et al. 2023b; Poole et al.
2023; Raj et al. 2023;Wang et al. 2023], and ii) the direct generation of
3D content through a feedforward network [Hong et al. 2024; Tang
et al. 2024a; Xu et al. 2024] based on 3D consistent multi-view im-
ages, video diffusion results [Voleti et al. 2024], or tri-planes [Hong
et al. 2024; Shi et al. 2024; Wang and Shi 2023].

To meet real requirements, downstream tasks impose an instance-
aware understanding and control on the objects. This would be even
greater challenging when the scene contains contact-like interac-
tions. However, existing methods either adopt the implicit represen-
tation [Gao et al. 2024], making it hard to be edited or processed,
incapable of modeling the geometry at the boundaries between
objects; or optimize the entire scene with a single shared represen-
tation for different objects, causing the objects to be coupled with
each other. Though the very recent work, i.e., GALA3D [Zhou et al.
2024], attempts to decouple the objects with non-shared explicit
representations, it still suffers from surface penetration and fails
to generate accurate and clear contact-like interactions between
objects due to the unsuitable modeling of object relationships.
We thus reconsider how current complex 3D scene generation

methods using 2D diffusion models can truly contribute to the in-
dustrial production pipeline. Firstly, it should accept varied inputs,
i.e., texts or images, to allow for flexible expression of requirement.
Secondly, objects in the scene should be style-consistent and decou-
pled with clearly modeled interactions, benefiting downstream tasks
such as editing, animation, rendering, etc.

To achieve the above goals, we propose DIScene, a novel method
for complex 3D scene generation, which represents the entire 3D

scene with a learnable structured scene graph: each node explicitly
models an object with its appearance, textual description, transfor-
mation, and geometry as an individual mesh attached with surface-
aligned Gaussians in the canonical space; the graph’s edges model
object interactions. The former facilitates the natural decoupling
and independent deformation of the object, allowing for penetration
avoidance and significant scale differences in generated objects. The
latter enhances the modeling of overall stylistic consistency and spa-
tial coherence with the interaction. Besides, decoupling the inputs
into individual objects and their relationships enables an easier and
more accurate understanding of complex scenes. To effectively opti-
mize our scene graph, we further propose an object-aware rendering
which composes the final pixel according to the depth of objects,
avoiding usually wrong gradient back-propagation in contact-like
interaction.
As a result, DIScene supports for custom, complex, and flexi-

ble editing capabilities. For instance, transitioning from “holding a
flower in the right hand” to “holding it in the left hand”, or from
“wearing a motorcycle helmet” to “wearing a top hat”. Moreover,
the generated scenes in mesh can be seamlessly integrated into
industrial production pipelines, enabling individual animation and
deformation, which greatly simplifies and accelerates existing 3D
asset creation workflow.

In summary, our main contributions are as follows:

• A clear definition on how complex 3D scene generation with
distilling knowledge from 2D diffusion models should func-
tion in real-world applications, addressing challenges in the
industrial 3D content production workflow.

• A novel method, DIScene, utilizing a learnable structured
scene graph to model the entire scene with complex inputs
decomposition, object decoupling and interaction guidance.

• A novel object-aware rendering for optimization, avoiding
wrong gradient back-propagation in contact-like interaction.

2 Related Work

2.1 Differentiable 3D Representations
Given a 3D representation, with trainable parameter 𝜃 , one can opti-
mize it to fit the condition (such as different kinds of images or texts)
using a differentiable rendering function 𝑔(𝜃, 𝑐) to get an image in
camera pose 𝑐 of that 3D representation. Previously, various differ-
entiable 3D representations have been studied, such as volumetric
representations [Brock et al. 2016; Gadelha et al. 2017; Li et al. 2019;
Mu et al. 2023; Wu et al. 2016] and point clouds [Achlioptas et al.
2018; Pumarola et al. 2020]. Recently, NeRFs [Mildenhall et al. 2022]
grows to be the most common representation in 3D generation
tasks [Metzer et al. 2023; Poole et al. 2023; Wang et al. 2023]; but
they struggle to generate high-resolution content due to the heavy
volume rendering process needed by this implicit representation
comparing with explicit ones. Textured meshes [Shen et al. 2021]
offer efficient explicit rendering and high-quality surface geometry,
but are hard to obtained from scratch. Thus, a coarse mesh initializa-
tion are commonly used for detailed 3D generation [Sun et al. 2024].
Recently, 3D Gaussian Splatting (3DGS) [Kerbl et al. 2023] gains
increasing attentions due to its advantage in rendering efficiency.
Also, recent works start to focus on improving the geometry of
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3DGS while maintaining rendering quality [Guédon and Lepetit
2024; Huang et al. 2024; Yu et al. 2024].

2.2 3D Object Generation
With advances in diffusion models: [Chan et al. 2023; Nichol and
Dhariwal 2021; Ramesh et al. 2021; Rombach et al. 2022a; Shi et al.
2024; Tang et al. 2023; Wang and Shi 2023; Xu et al. 2023], DreamFu-
sion [Poole et al. 2023] first proposes to distil the knowledge from
2D diffusion models to guide 3D generation. This method does not
require extensive 3D data to optimize the 3D representation, and
thus has been widely explored in subsequent research. Specifically,
some works proposes more sophisticated score distillation loss func-
tions [Qian et al. 2024; Sun et al. 2024; Wang et al. 2023; Zhang et al.
2023], optimization strategies [Chen et al. 2023; Lin et al. 2023b; Sun
et al. 2024; Tang et al. 2024b; Zhu et al. 2024], and better 3D repre-
sentations [Chen et al. 2023, 2024a; Li et al. 2024; Sun et al. 2024;
Tang et al. 2024b; Wang et al. 2023; Yi et al. 2024] to further improve
the quality of the generated results. Although these methods can
generate high-fidelity 3D assets, they are very time-consuming. In
contrast, feed-forward 3D native methods [Hong et al. 2024; Tang
et al. 2024a; Xu et al. 2024], after being trained on extensive 3D
datasets [Deitke et al. 2023; Sun et al. 2023], can generate 3D as-
sets within seconds. However, these forward methods struggle to
decouple objects and precisely understand the complex input.

2.3 Compositional Scene Generation
Earlier research [Niemeyer and Geiger 2021] has considered uti-
lization of compositional neural radiance fields within an adver-
sarial learning context to facilitate the generation of images, with
3D awareness. Recent methods [Cohen-Bar et al. 2023; Lin et al.
2023a; Po and Wetzstein 2024; Tertikas et al. 2023; Willis et al. 2022]
incorporate additional contextual information, such as 3D layout
data, representing a multi-object 3D scene in a compositional man-
ner. However, creating the layout typically demands manual effort,
which can be time-consuming and difficult for non-expert users.
Gao et al. [2024] utilize a graph-based framework to only perform
decoupling and structuring for semantics and leverage NeuS [Wang
et al. 2021], an implicit field, as the object representation which is
still coupled within the overall scene. Epstein et al. [2024] integrate
layout learning within the optimization process, only attempt to
decouple(not fully) the object representation but not decompose
the semantics, nor do they model interactions. Concurrently, [Zhou
et al. 2024] employ layout learning and explicit representation for
decoupling but it’s difficult to model complex interactions. Similarly,
Chen et al. [2024b] learn a spatially-aware diffusion model to refine
the positioning and interaction of objects but generate low-quality
outputs.
DIScene has a clear definition of fully decoupling on both se-

mantics and representations and precisely modeling the relations
between objects.

3 Preliminaries

3.1 3D Gaussian Splatting and SuGaR
3D Gaussian splatting (3DGS)[Kerbl et al. 2023; Wu et al. 2024b]
models a scene using a set of 3D GaussiansH , where each Gaussian

ℎ ∈ H is described by its centroid 𝜇ℎ ∈ R3 and covariance matrix
Σℎ ∈ R3×3. The covariance Σℎ is determined by a scaling vector
𝑠ℎ ∈ R3 and a rotation quaternion 𝑞ℎ ∈ R4. In addition, each Gauss-
ian possesses an opacity 𝛼ℎ ∈ R and color attributes 𝑐ℎ which are
used for rendering via the splatting technique. Although standard
Gaussian splatting may struggle with accurate geometry represen-
tation, the SuGaR [Guédon and Lepetit 2024] method enhances this
by integrating several regularization terms that promote flatness
and proper alignment of 3D Gaussians with the object’s surface.
This enhancement aids in generating a mesh from the Gaussians via
Poisson reconstruction [Kazhdan et al. 2006]. Additionally, SuGaR
provides a mesh-Gaussian hybrid representation that ties Gaussians
to mesh surfaces, enabling the concurrent optimization of texture
and geometry via back-propagation.

During the rendering process, these 3DGaussians are transformed
into 2D Gaussians on the image plane, and their colors are blended
using alpha compositing in a depth-sorted, front-to-back manner.
We use a modified version proposed by LGM [Tang et al. 2024a] of
the original 3DGS renderer, to support depth and alpha rendering,
which is denoted as 𝑥 = 𝑔(H , v), where 𝑣 is the camera matrix and
𝑥 = {𝐶, 𝐷,𝐴} for color map, depth map and alpha map, respectively.
For vanilla Gaussians, we estimate the surface normal 𝑁 by taking
the derivative of the depth. However, in contrast, we directly render
the normal map with 𝑔 using mesh face normals as colors for mesh-
Gaussian hybrid representation.

3.2 Score Distillation Sampling
Score Distillation Sampling (SDS) [Poole et al. 2023] leverages a
pre-trained diffusion model as a prior to facilitate the creation of
text-conditioned 3D assets. More precisely, SDS involves optimizing
the parameters of a differentiable 3D representation (Gaussians
in this paper) using the gradients of the loss function LSDS with
respect to 𝜃 , guided by the pre-trained diffusion model 𝜖𝜙 :

∇HLSDS (𝜙, 𝑥) = E𝑡,𝜖
[
𝑤 (𝑡) (𝜖𝜙 − 𝜖) 𝜕𝑔(H , v)

𝜕H

]
, (1)

where𝑤 (𝑡) is a weighting function that varies with the timestep 𝑡 .
The core approach promotes adherence of the rendered 3D represen-
tation to the distribution learned by the diffusion model. Typically,
the timestep 𝑡 and Gaussian noise 𝜖 are sampled randomly during
each optimization step.

4 Complex 3D Scene Generation with Decoupled Objects
and Interactions

Given a text 𝑦 or image 𝐼 containing multiple subjects and rela-
tionships, our focus is to generate a complex 3D scene of𝑀 decou-
pled objects O𝑐 = {𝑜𝑐

𝑖
}𝑀
𝑖=1 in canonical space with transformations

T = {𝑇𝑖 }𝑀𝑖=1. Firstly, we decouple the complex semantic information
in the input through a learnable structured scene graph to provide
better guidance for the optimization of individual objects and multi-
object interactions (see Sec. 4.1). Furthermore, each individual object
is defined and optimized in canonical space, decoupled using explic-
itly separable surface aligned gaussians and mesh-gaussian hybrid
representation (see Sec. 4.2). More importantly, to better model their
interactions, we utilize learnable transformation matrices within
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Fig. 2. Overview of DIScene. Given flexible input (image or text), our method initializes the scene graph using Large Language Models (LLMs) and Gaussain
Reconstruction Model (GRM) [Xu et al. 2024]. The nodes and edges of the scene graph are rendered using different strategies and optimized through score
distillation sampling guidance. The training pipeline comprises two stages with distinct object representations. In the first stage, coarse 3D Gaussians are used.
In the second stage, a Hybrid Mesh-Gaussian is employed, which is extracted from the coarse Gaussians of the first stage.

the scene graph to transform corresponding objects from canonical
space to global space and directly supervise their interactions (see
Sec. 4.3).
Based on this concept, we present DIScene in Fig. 2 with an

example of a four-object scene to aid understanding.

4.1 Structured Scene Graph
Scene Graph Initialization. Upon receipt of user text input 𝑦, we

initialize the scene graph G(O, E) with the aid of a Large Language
Models (LLM), such as GPT-4(V) [OpenAI 2023], in which the nodes
areO = {𝐻𝑐

𝑖
,𝑇𝑖 , 𝑦

(𝑖 ) }𝑀
𝑖=1 whereM is the number of objects, the edges

are E = {𝑒𝑖, 𝑗 , 𝑦 (𝑖, 𝑗 ) |𝑖, 𝑗 ∈ [1, 𝑀]}. Specifically, 𝐻𝑐
𝑖
∈ H𝑐 represents

the independent object representation of node 𝑜𝑖 in canonical space,
𝑇𝑖 ∈ T is the transformation matrix that transforms 𝐻𝑐

𝑖
from the

canonical space to the global space, and 𝑦 (𝑖 ) is the prompt corre-
sponding to node 𝑜𝑖 . The relationship, such as riding and holding,
between two interacting nodes 𝑜𝑖 and 𝑜 𝑗 is represented as 𝑒𝑖, 𝑗 , and
𝑦 (𝑖, 𝑗 ) is the prompt corresponding to this interaction. The detailed
explanation of the scene graph is as follows.

Node Attributes. Each node 𝑜𝑖 ∈ O contains the independent
Gaussian representation 𝐻𝑐

𝑖
of the corresponding object in canon-

ical space, a description 𝑦 (𝑖 ) , and a transformation matrix 𝑇𝑖 ∈ T .
The description 𝑦 (𝑖 ) encapsulates the intrinsic attributes of the
object, such as color and emotional state (e.g., “cheerful green di-
nosaur”, “a Lamborghini race car painted a vibrant shade of red”).
For composing objects to model the interactions, the object 𝑜𝑐

𝑖
are

transformed to global space with a transformation matrix:

𝑇𝑖 =

(
𝑅𝑖 𝑡𝑖
0 𝑠𝑖

)
, 𝑅𝑖 ∈ 𝑆𝑂 (3), 𝑡𝑖 ∈ R3, 𝑠𝑖 ∈ R, (2)

where 𝑅𝑖 is the rotation matrix, 𝑡𝑖 is the translation vector, and 𝑠𝑖 is
the scaling factor. And the attributes of each transformed Gaussians
are computed by:

𝜇′
ℎ
= 𝑠𝑖𝑅 · 𝜇ℎ + 𝑡𝑖 ; 𝑞′ℎ = 𝑞ℎ ⊗ quat(𝑅𝑖 ); 𝑠′ℎ = 𝑠ℎ · 𝑠𝑖 , (3)

where quat(·) represents rotation matrix to unit quaternion conver-
sion and ⊗ denotes quaternion product.

Edge Formulation. In addition to completely decoupling the ob-
jects, our goal also includes modeling the interactions between them.
Therefore, we store the relation prompt 𝑦 (𝑖, 𝑗 ) in the edge 𝑒𝑖, 𝑗 , which
provides guidance for interaction modeling after pair-wise object
transformation and composition. It is important to note that not
every pair of objects is necessarily connected by an edge (e.g. an
astronaut helmet and a flower). We denote the number of edges in
E as 𝐾 , where 𝐾 ≤ 𝐶𝑀

2 (the maximum possible number of edges).
One can flexibly modify𝑦 (𝑖 ) and𝑦 (𝑖, 𝑗 ) as needed andwe also have

a global prompt𝑦. With all of these, we could obtain a set of (1+𝑀 +
𝐾) prompts,𝑀 individual representations𝐻𝑐 and𝑀 transformations
T , which are used to guide scene generation and editing from the
perspective of both decoupled individual objects in canonical space
and pairwise or global relationships and interactions.

4.2 Subject Decoupling
Canonical Objects Initialization. For a complex 3D scene of 𝑀

objects, to decouple them and provide better, fairer supervision
for objects with significant scale differences in the scene, we model
themwith a compositional instance-aware surface-aligned Gaussian
representation. Specifically, for each node 𝑜𝑖 ∈ O, we first feed 𝑦 (𝑖 )
to a pretrained Gaussian generation model [Xu et al. 2024] to obtain
𝑀 initial vanilla 3DGS representations [Kerbl et al. 2023] H𝑐 in
canonical space, which are totally decoupled from each other.

Surface-aligned Gaussians. We assign an object label 𝑖 to the Gaus-
sians in H𝑐

𝑖
. Additionally, we develop an algorithm for updating

Gaussian attributes that is attuned to this instance-aware represen-
tation. To further ensure that Gaussians at the interfaces between
objects do not contribute to both objects simultaneously, which
could have a detrimental effect on the geometry and texture op-
timization of interactions of decoupled objects (e.g. the hand of
Superman in “Superman is holding a bunch of tulip flowers”), we
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apply a surface regulation term denoted Lreg from SuGaR [Gué-
don and Lepetit 2024] for constraining H𝑐

𝑖
to the surface of the

corresponding object 𝑜𝑐
𝑖
, including opacity binary entropy loss, den-

sity and normal regulation. For detailed descriptions, please refer
to the supplementary materials. Building on this foundation, for
the object 𝑜𝑐

𝑖
∈ O𝑐 , we query its description 𝑦 (𝑖 ) from the struc-

tured scene graph and we simultaneously distill diffusion prior from
MVDream [Shi et al. 2024] and DeepFloyd-IF [Alex et al. 2023] for
better coarse geometry and to avoid the Janus (multi-head) prob-
lem. Note that for MVDream we feed only an RGB image while
for DeepFloyd-IF, we feed both an RGB image and a normal image
to get better geometry, following [Chen et al. 2023]. Thus we can
define the gradient forH𝑐

𝑖
with SDS following Eq. 1 as:

∇H𝑐
𝑖
L (𝑖 )
SDS = ∇L(H𝑐

𝑖 , 𝑔, v∗, 𝜂, c, 𝑦
(𝑖 ) )

= 𝜆𝐼𝐹∇H𝑐
𝑖
L𝐼𝐹
SDS{𝑥

(𝑖 )
∗ = 𝑔(H𝑐

𝑖 , v∗);𝜂,𝑦
(𝑖 ) }

+ 𝜆𝑀𝑉∇H𝑐
𝑖
L𝑀𝑉
SDS{𝑥

(𝑖 )
∗ = 𝑔(H𝑐

𝑖 , v∗);𝜂, c, 𝑦
(𝑖 ) },

(4)

where v∗ ∈ R4×4×4 corresponds to four orthogonal cameramatrices;
𝜂 is the time step for optimization; c is the camera information
required in MVDream; 𝜆𝐼𝐹 and 𝜆𝑀𝑉 are the strengths of DeepFloyd-
IF and MVDream priors respectively.

Mesh-Gaussian Hybrid Representation. For better optimization of
geometry and texture, after getting coarse surface-aligned Gaussians
as above, we extract a mesh and bind a set of new flat Gaussians for
each triangle face [Guédon and Lepetit 2024]. In the initial setup,
the Gaussians are assigned colors based on the vertex colors of the
triangles. Their positions are determined using predefined barycen-
tric coordinates, and their rotations are controlled using complex
numbers in two dimensions, ensuring they align properly within
their respective triangles. We leverage Stable Diffusion [Rombach
et al. 2022b] as guidance to achieve optimization at high resolutions
for this hybrid representation with SDS, following Eq. 1:

∇H𝑐
𝑖
L (𝑖 )
SDS = ∇L′ (H𝑐

𝑖 , 𝑔, v𝑟 , 𝜂,𝑦
(𝑖 ) )

= ∇H𝑐
𝑖
L𝑆𝐷
SDS{𝑥

(𝑖 )
𝑟 = 𝑔(H𝑐

𝑖 , v𝑟 );𝜂,𝑦
(𝑖 ) },

(5)

where v𝑟 corresponds to 𝐵 randomly sampled views andH𝑐
𝑖
, 𝜂,𝑦 (𝑖 )

remains the meaning of Eq. 4. Additionally, a regularization term
L′
reg is applied to the mesh, which includes normal consistency and

Laplacian smoothing.
Notably, since 𝑜𝑐

𝑖
is in the canonical space, 𝑥 (𝑖 )∗ in Eq. 4 or 𝑥 (𝑖 )𝑟 in

Eq. 5 centers around the object and features rich geometric and tex-
tural details, which will enhance the optimization for small objects
in scenes with significant scale differences. Additionally, through
this representation, the GaussiansH are constrained to the surfaces
of 𝑜𝑖 , ensuring that Gaussians from different objects do not interfere
with each other and allowing for the extraction of textured meshes
to be further processed.

4.3 Interaction Modeling
Building on the structured scene graph discussed in Sec 4.1 and
decoupled object representation in Sec. 4.2, we propose a novel

<

>

Canonical Space

Global Space
Depth Based
Composition

𝐷!
𝐷"

𝐷"!

𝐷!!

Fig. 3. Object-aware rendering. The objects are transformed into global
space and rendered separately. Then the final render result is the composi-
tion of each object based on their depth orders.

compositional optimization to model the complex relations and in-
teractions of pairwise objects and global scene. It contains following
three key parts:

Object-aware Rendering. For better modeling of interfaces and in-
teractions between objects (connected by graph edges), we propose
a novel multi-object rendering method called Object-aware Render-
ing. Even though the Gaussians of different objects are separated
in global space through the above representation, the challenge of
using traditional Gaussian rendering, when multiple interacting or
occluding objects are rendered into image space, lies in that they
still influence each other’s gradient propagation. This influence
arises from alpha blending at the Gaussian level, especially when
Gaussians from different objects mix with each other. Therefore,
we avoid alpha blending at the Gaussian level and instead perform
it in pixel space as shown in Fig. 3. For example, to optimize the
interaction between objects 𝑜𝑐

𝑖
and 𝑜𝑐

𝑗
connected by 𝑒𝑖, 𝑗 , we first

transform 𝑜𝑐
𝑖
and 𝑜𝑐

𝑗
from the canonical space to global space using

transformations 𝑇𝑖 and 𝑇𝑗 respectively:

𝐻𝑖 = 𝑇𝑖 (𝐻𝑐
𝑖 );𝐻 𝑗 = 𝑇𝑗 (𝐻𝑐

𝑗 ) . (6)

Our object-aware renderer 𝑔P renders each individual object in
global space and composites the color images according to their
depth. In detail, each object 𝑜𝑖 is rendered by 𝑔(𝐻𝑖 , 𝑐), resulting in
color image 𝐶𝑖 , and depth image 𝐷𝑖 . Then the color images are
composited according to depth images:

𝑈𝑖, 𝑗 = argmin
𝑘

𝐷𝑘
𝑖,𝑗 , 𝑘 ∈ [1, . . . , 𝑁 ],

𝐶𝑖, 𝑗 = 𝐶
𝑘
𝑖,𝑗 ,where 𝑘 = 𝑈𝑖, 𝑗 ,

(7)

where𝑈 is an index map which stores the image index of minimum
depth value at each pixel (𝑖, 𝑗).

Pairwise interaction modeling. We design an optimization strategy
that focuses on the details of pairwise objects interactions based
on object-aware rendering 𝑔P . To be specific, for object 𝑜𝑐𝑖 and 𝑜

𝑐
𝑗

connected by 𝑒𝑖, 𝑗 , we query relationship description 𝑦 (𝑖, 𝑗 ) in the
structured scene graph. Then use the transformation matrices 𝑇𝑖 ,𝑇𝑗
to transform 𝑜𝑐

𝑖
and 𝑜𝑐

𝑗
from canonical space to global space and do

object-aware rendering on them. For surface-aligned Gaussians:

∇H𝑐
𝑖,𝑗
L (𝑖, 𝑗 )
SDS = ∇L(H𝑖 ,H𝑗 , 𝑔P , v∗, 𝜂, c, 𝑦 (𝑖, 𝑗 ) ), (8)
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MVDream LucidDreamer DreamCraft3D SetTheScene GraphDreamer DIScene(ours)

“A thumbs-up Wizard standing before a Wooden Desk, gazing into a Crystal Ball perched atop the Wooden Desk, with a Stack of Ancient Spell Books perched atop the Wooden Desk.”

“On a large round table made in metal, a baby white bunny is sitting on a stack of pancakes. While a blue jay is standing on a large basket of rainbow macarons.”

"The Iron Man rides A cute Unicorn on the grass with a red Lamborghini on his left and a yellow Porsche on his right."

“The heroical Superman is wearing a white astronaut helmet, holding a bouquet of flowers and riding a wolf."

An astronaut is sitting on a dark green leather sofa watching TV that is placed on a cabinet. There is a square wooden coffee table between him and the TV, on which is a colorful vase.

Three beautiful angels, are gathering around and looking at a cute cat that is standing on a exquisite table together.

DIScene(ours)
(decoupled objects)

GraphDreamer
(decoupled objects)

Fig. 4. Qualitative comparison with baseline approaches. DIScene generates scenes with all composing objects being separable.
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and for mesh-Gaussian hybrid representation:

∇H𝑐
𝑖,𝑗
L (𝑖, 𝑗 )
SDS = ∇L′ (H𝑖 ,H𝑗 , 𝑔P , v𝑟 , 𝜂,𝑦 (𝑖, 𝑗 ) ). (9)

In addition, the intersection area can be easily computed for mesh-
Gaussian hybrid representation, so we incorporate a penetration
loss to refine the transformation matrices T and local geometry to
better model the intersecting boundaries. Specifically, in each step,
for the currently selected object 𝑜𝑖 and any object 𝑜 𝑗 that might
intersect 𝑜𝑖 , we aim to minimize the distance between intersecting
𝑜𝑖 points and the surface of 𝑜 𝑗 . Thus, we define the penetration loss
as:

Lpenetr =
𝑛∑︁
𝑖=1

(𝜇′𝑗 − 𝑣𝑖2max{sgn((𝜇′𝑗 − 𝑣𝑖 ) · 𝑛
′
𝑗 ), 0}

)
, (10)

where 𝑣𝑖 ∈ V𝑖 is a vertex on the mesh of object 𝑜𝑖 , 𝜇′𝑗 is the centroid
of Gaussian ℎ′

𝑗
on object 𝑜 𝑗 which is closest to 𝑣𝑖 , sgn(·) is the sign

function which outputs {1,−1}, and 𝑛′
𝑗
is the normal of ℎ′

𝑗
.

Global style optimization. Further, to ensure that the entire scene
maintains rational spatial relationships and a consistent style, we
need to optimize the global scene. Here, we directly utilize an exten-
sion of pairwise interaction modeling, transitioning from focusing
on pairwise objects to encompassing all objects O𝑐 in the scene and
using the global prompt 𝑦𝑔 , For surface-aligned Gaussians:

∇H𝑐LG
SDS = ∇L(H , 𝑔P , v∗, 𝜂, c, 𝑦), (11)

and for mesh-Gaussian hybrid representation:

∇H𝑐LG
SDS = ∇L′ (H , 𝑔P , v𝑟 , 𝜂,𝑦) . (12)

Training Objectives. Instead of rendering all objects and edges
in the scene-graph in every step, which is quite memory-intensive,
we randomly choose one object 𝑜𝑐

𝑖
and an edge 𝑒𝑖, 𝑗 linked to it and

optimize them per step. The global optimization is performed every
𝑀 steps. Thus, the total SDS loss is:

∇H𝑐LSDS =

{
𝜆O∇H𝑐

𝑖
L (𝑖 )
SDS + 𝜆E∇H𝑐

𝑖,𝑗
L (𝑖, 𝑗 )
SDS , if 𝑠%(𝑀 + 1) = 0

𝜆G∇H𝑐LG
SDS, otherwise

(13)
where 𝑠 indexes the current training step, 𝑗 refers to any other node
which has an edge connected to 𝑜𝑐

𝑖
, and 𝜆O , 𝜆E , 𝜆G are wights for

canonical, interaction and global style optimization respectively.
To ensure the smoothness of generated geometry, we incorporate

total variation (TV) regularization terms [Rudin and Osher 1994]
on depth and normal map, denoted as L𝑑

TV and L𝑛
TV.

Our final loss used for training DIScene is as follows, for stage 1
optimization on surface-aligned Gaussians:

L (1)
H𝑐 = LSDS + 𝛽 (1)1 L𝑑

TV + 𝛽 (1)2 L𝑛
TV + 𝛽 (1)3 Lreg, (14)

and for stage 2 optimization on the hybrid mesh-Gaussian represen-
tation:

L (2)
H𝑐

= LSDS+𝛽 (2)1 L𝑑
TV+𝛽

(2)
2 L𝑛

TV+𝛽
(2)
3 L′

reg+𝛽
(2)
4 L𝑝𝑒𝑛𝑒𝑡𝑟 , (15)

where 𝛽 (1)
𝑘=1,2,3 and 𝛽

(2)
𝑘=1,2,3,4 are weights for stage 1 and 2 respec-

tively.

5 Experiments Results

5.1 Settings of Experiments
Implementation details. We employed GPT-4V [OpenAI 2023] and

the official code andweights of GRM [Xu et al. 2024] for initialization.
The entire optimization process followed a coarse-to-fine strategy
with 𝜆O = 0.01, 𝜆E = 0.02, 𝜆G = 0.01, respectively. The coarse
optimization stage comprises a total of 2000 steps. In the initial
1000 steps, we utilized the original Gaussian optimization strategy
without densification and pruning. In next 1k steps, we enabled
them and introduced SuGaR regularization terms Lreg to constrain
the Gaussians to the surface. We use 𝜆𝐼𝐹 = 0.1 and 𝜆𝑀𝑉 = 0.01
to balance DeepFloyd [Alex et al. 2023] and MVDream [Shi et al.
2024] diffusion guidance with SDS. The 𝛽 (1)

𝑘=1,2,3 and 𝛽
(2)
𝑘=1,2,3 are all

equal to 1.0, special for 𝛽 (2)4 = 0.1. In fine stage of 20000 steps,
hybrid Mesh-Gaussian representation are used and we use Screened
Poisson Surface Reconstruction algorithm for extracting surface
from Gaussians and bind 6 Gaussians on each face. For different
diffusion guidance, we render images with different resolution: 256×
256 for MVDream, 64 × 64 for DeepFloyd and 512 × 512 for Stable
Diffusion [Rombach et al. 2022b]. The entire optimization process
was conducted on a single NVIDIA L20 GPU.

Baseline approaches. We compared ours against following state-
of-the-art (SOTA) approaches: (i)GraphDreamer [Gao et al. 2024] and
Set-the-Scene [Cohen-Bar et al. 2023] are two representative com-
positional 3D generation methods similar to ours; (ii)high-quality
generation methods without compositional manner: MVDream [Shi
et al. 2024], LucidDreamer [Liang et al. 2024] and DreamCraft3D
[Sun et al. 2024]. We followed the official implement for training all
baselines. Specifically, we use bounding boxes of initialized objects
in global space as the shape proxies for Set-the-Scene; when the
input is text, we use Stable Diffusion [Rombach et al. 2022b] to
generate the corresponding images as input for DreamCraft3D.

Evaluation metrics. We report the CLIP Score (text-image align-
ment) [Radford et al. 2021] and GPTEval3D ELO Scores [Wu et al.
2024a] in quantitative comparison with baseline models. CLIP Score
measures the similarity between a text prompt 𝑦 and a rendered
image 𝐶: CLIP (𝐶,𝑦) = cos ⟨𝐸𝐶 (𝐶), 𝐸𝑌 (𝑦)⟩, with 𝐸𝐶 (𝐶) the visual
embedding and 𝐸𝑌 (𝑦) the textual embedding. GPTEval3D employes
GPT-4(V) [OpenAI 2023] to compare two 3D assets according to user-
defined criteria. Then, we can use these pairwise comparison results
to assign these models ELO ratings. We use OpenCLIP ViT-B/32 for
visual and textual encoders, and the GPT-4-Vision-Preview API
for computing the ELO Scores from 600 pairwise comparisons. The
criteria are: 1) Text-Asset Alignment (TA-A), 2) 3D Plausibility (3D-
P), 3) Text-Geometry Alignment (TG-A), 4) Texture Details (T-D),
and 5) Geometry Details (G-D). A total of 10 complex scenes are
generated, each containing an average of 4.25 objects, and a total of
16 images are rendered from each 3D scene for evaluation.

5.2 Comparisons
We report the comparison of DIScene with baselines, including the
qualitative comparison in Fig. 4 and the quantitative comparison in
Table 1 and Table 2. GraphDreamer [Gao et al. 2024], cannot fully
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An astronaut is sitting on a dark green leather sofa watching TV that is placed on a cabinet. There is a square wooden coffee table between him and the TV, on which is a colorful vase.

“Insert a bouquet of 

sunflowers into 
the vase.”

“Delete the 

coffee table”

“Place the vase to the 
left of the TV

cabinet and together 
with the astronaut in 

front.”

“Three beautiful angels, are gathering around and looking at a cute cat with wings that is flying above a exquisite table together."

“Let the

cute cat fly.”

“Replace the table by

an large cauldron of 
hell.”

“Change the three

angels to Three 
humanoid demons.”

“Change the crystal

ball to a soccer ball.”

“Replace the wizard

with Messi.”

“Remove the books,

put a a soccer cleat
there.”

a Wizard standing before a Wooden Desk, gazing into a Crystal Ball perched atop the Wooden Desk, with a Stack of Ancient Spell Books perched atop the Wooden Desk."

"The Iron Man rides A cute Unicorn on the grass with a red Lamborghini on his left and a yellow Porsche on his right."

“Change the Porsche to a

Aston Martin DB5.”

“Let the Ironman

ride a giraffe.”

“Make the Lamborghini

colored pink.”

The Superman is wearing a white astronaut helmet, holding a bouquet of flowers and riding a strong wolf.

“Change the wolf

to a motorcycle.”

“Let the superman

hold the flowers
in his right hand.”

“Change the astronaut

helmet to a peaked cap.”

A medieval soldier has a sword at his waist, holding A bottle of Coca-Cola and riding a wolf.

“Change the Coca-Cola

to a bottle of Spirit.”

“Change the wolf

to a tiger.”

“Let the soldier hold

a AK-47 rifle in his left hand.”

Fig. 5. Interactive editing examples. The objects in the scene are fully decoupled, allowing for precise and controllable editing.
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Table 1. Quantitative results of CLIP Score. The mean and standard devia-
tion (std.) values are reported.

CLIP Score DIScene DreamCraft3D LucidDreamer MVDream SetTheScene GraphDreamer

Mean ↑
Std. ↓

0.3688 0.3399 0.3237 0.3099 0.2996 0.2784
0.0334 0.0402 0.0419 0.0423 0.0453 0.0678

Table 2. Quantitative results of GPTEval3D ELO Scores.

ELO Scores DIScene MVDream LucidDreamer DreamCraft3D GraphDreamer SetTheScene

TA-A ×103 ↑ 1.571 0.5652 0.8435 0.7236 0.4017 0.5557
3D-P ×103 ↑ 1.433 1.133 1.136 0.7925 1.061 0.5949
TG-A ×103 ↑ 1.754 1.440 1.038 0.9103 0.3224 0.9447
T-D ×103 ↑ 1.659 1.139 1.013 0.7472 0.4240 0.5470
G-D ×103 ↑ 1.685 1.079 1.078 1.053 0.3483 0.3497

decouple objects nor accurately model object interaction surfaces,
resulting in mixed and entangled generation outcomes, partial loss
of some objects and poor geometry. Set-the-Scene [Cohen-Bar et al.
2023], which requires 3D layout as additional input, often generates
narrow-view and low-quality 3D content, especially when the 3D
layout is not very accurate. MVDream [Shi et al. 2024] fails to decou-
ple objects and understand the semantic relationships in complex
text descriptions, resulting in loss of intent and confusion, leading
a complete misalignment between generated results and input. Lu-
cidDreamer [Liang et al. 2024], suffering from the same defect as
MVDream, cannot decouple objects in the scene and understand
complex inputs, leading to mixed objects, misalignment with the
input, and poor 3D consistency. Without decomposing the complex
semantic information of the input, the diffusion model providing 3D
prior used in DreamCraft3D [Sun et al. 2024] fails to understand the
scene geometry, leading to a severe Janus problem. DIScene models
the entire scene as a learnable scene graph, decomposing the object
semantics and their relationships in complex inputs. It provides ac-
curate optimization guidance for fully decoupled objects and clearly
models the spatial and interaction relationships between multiple
objects. Both qualitative and quantitative comparisons demonstrate
the significant superiority of DIScene over existing methods.

5.3 Interactive Instruction Editing
The objects in the complex scenes generated by DIScene are fully
decoupled, allowing users to interact with the scene. The user’s input
editing instructions are integrated into the current learnable scene
graph through LLMs and GRM [Xu et al. 2024]. Further refinement is
performed based on the edited Scene Graphwith fewer iterations. By
focusing optimization on the edited nodes and limiting the learning
rate for other objects in the scene, we can achieve highly controllable
and personalized scene editing while maintaining the stability of
other objects. Notably, in addition to simple additions, deletions,
spatial transformations, and style transfers, we can also edit complex
interactions within the scene as illustrated in Figs. 1 and 5. For
example, changing "Superman holding a flower in his right hand"
to "holding a flower in his left hand," changing "riding a unicorn"
to "riding a giraffe," or changing "wearing an astronaut helmet" to
"wearing a baseball cap",

Table 3. User study results.

DIScene DreamCraft3D MVDream LucidDreamer GraphDreamer SetTheScene

Scene Quality ↑
Input alignment ↑
Geometric fidelity↑
Scene consistency ↑

9.3 7.4 5.9 6.1 3.9 4.4
9.1 5.3 4.3 5.1 4.7 4.2
8.9 6.9 5.5 6.6 3.4 3.5
9.7 5.3 7.9 6.1 4.6 4.8

(a) w\ Canonical Optimization(b) w\o Canonical Optimization

Fig. 6. Ablation study on Canonical Optimization. Our canonical Opti-
mization helps to generate high-quality subject (see the hand and face).

5.4 User Study
To further validate that DIScene can generate high-quality 3D com-
plex scenes, we conduct a user study. We provide 8 scenes, each
containing the generation results from text description by DIScene
and 5 other baselines, for users to evaluate. A total of 74 partici-
pants, 40% of whom were professionals in the fields of art design
and 3D modeling, answered the following 4 questions for each case:
Scene quality,input alignment,Geometric fidelity,Scene consistency,
by rate on a scale from 1 to 10. User preferences for the generated
3D assets are reflected through the average scores from the trial,
as shown in the Table 3, which demonstrates the effectiveness of
DIScene.

5.5 Ablation Studies
Canonical Space Optimization. We transform individual objects to

the global space for rendering to demonstrate the importance of the
canonical space optimization. As Fig. 6 shows, without canonical
optimization, it can be observed that the "wizard’s hand" is missing,
which is similar to the partial missing issue in GraphDreamer, as it
does not incorporate a canonical space design. And the quality of
various details on the objects also significantly deteriorates.

Object-aware rendering. Fig. 7 illustrates the effectiveness of our
object-aware rendering. Without object-aware rendering, the ge-
ometry and appearance of sword is obviously affected by the wolf:
the sword is unnaturally stretched, as well as silhouette and color
in the tip of the sword are similar to wolf. Besides, the contact-
like interaction (See in Fig. 7 2(a-b)) usually involves a mixture of
Gaussians from different objects. The original rendering strategy
tends to produce blurry results in these areas, making LSDS hard to
provide correct guidance on interaction areas. However, with our
object-aware rendering, the objects do not influence each other for
better object generation quality, allowing for a clear modeling of
interaction surfaces.
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(1a) Object-aware
Rendering

(1b) Original
Rendering

A medieval soldier has a short sword at his waist, 
holding a bottle of Sprite and riding a wolf.

(2a) Object-aware
Rendering

(2b) Original
Rendering

Fig. 7. Ablation study on Object-aware Rendering. Our object-aware
rendering reduces the mutual influence of adjacent objects ((1a) and (1b))
and provides a clearer interaction surface definition ((2a) and (2b)).

(a) w\ Penetration Loss

(b) w\o Penetration Loss

Fig. 8. Ablation study on Penetration Loss. The penetration loss enables
a more precise modeling of interaction surfaces between objects, facilitating
the generation of multi-object interactions with a realistic physical feel.

Table 4. Quantitative results on ablation studies.

ELO Scores w/o Canonical space w/o Penetration Loss w/o Object-aware rendering Full Method

Mean ×103 ↑ 1.006 0.982 1.249 1.620

Penetration Loss. To verify the effectiveness of the Penetration
Loss in modeling object interactions, we removed L𝑝𝑒𝑛𝑒𝑡𝑟 during
the optimization process. We could observe a significant decrease
in the realism of the generated interactions in Fig. 8, confirming the
effectiveness of Penetration Loss, which finely controls the physical
interactions between objects and better model the interfaces.
Additionally, we report the quantitative evaluations with mean

GPTEval3D ELO Scores on the above three claims in Table 4. The
absence of any of them will bring a significant drop in numerical
results, which provides more solid evidence on the effectiveness of
DIScene.

6 Conclusion
In this paper, we first reconsider and define the complex 3D scene
generation with distilling knowledge from 2D diffusion models
should function in real-world applications: accepting flexible inputs
and generating decoupled objects, ensuring stylistic consistency,
and capable of modeling interactions. Subsequently, we propose

DIScene, a novel framework utilizing a learnable scene graph to
model the entire scene with complex inputs decomposition, object
decoupling and interaction guidance. Additionally, we introduce a
novel multi-object rendering and multi scale optimization strategy
to effectively generate scenes with significant scale differences and
to model the interactions between objects. Our work could directly
generate usable complex 3D scenes in mesh for movies, games
and animations production, which bridges the complex 3D scene
generation task in the research field with the industrial production
pipelines, addressing challenges in the industrial 3D content creation
workflow.

Limitations. Objects with complex structure may experience in-
terpenetration, as seen in the "Superman" case, where Superman’s
cape intersects with the wolf or the motorcycle. As a future work,
we could introduce methods similar to "as rigid as possible" into
DIScene to control mesh deformation and avoid such interpenetra-
tion. Besides, DIScene is an optimization-based framework, which
is relatively time-consuming.

Failure cases. DIScene is based on SDS optimization but with
initialization, so it may have Janus problem with an very low occur-
rence rate of around 5% . Besides, initialization is very important
for DIScene and in some extreme cases, if the initial posture and po-
sition of the object are too far from the reasonable state, it may lead
to unrealistic and unreasonable final generation results. This can be
greatly avoided by re-initialization and more accurate description.
The probability of such extreme situations occurring is about 10%,
and it can often be avoided by re-initialization within five times.
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