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a b s t r a c t

Computing energy-minimizing paths that are general for different energy forms is a common task in
science and engineering. Conventional methods adopt numerical solvers, such as conjugate gradient
or quasi-Newton. While these are efficient, the results are highly sensitive with respect to the initial
paths. In this paper we develop a method based on differential evolution (DE) for computing optimal
solutions. We propose a simple strategy to encode paths and define path operations, such as addition
and scalar multiplication, so that the discrete paths can fit into the DE framework. We demonstrate the
effectiveness of our method on three applications: (1) computing discrete geodesic paths on surfaces
with non-uniform density function; (2) finding a smooth path that follows a given vector field as much
as possible; and (3) finding a curve on a terrain with (near-) constant slope.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Computing optimal paths is a common task in many fields of
science and engineering [1]. For example, in robotics one needs to
compute optimal trajectories [2], and in computational biophysics
and biochemistry one needs to find molecular transition paths [3].
A typical way for solving these problems is to formulate an energy
functional for the paths and then adopt numerical solvers, such
as conjugate gradient or quasi-Newton, to minimize it. By taking
advantage of the analytical gradients, these numerical solvers are
efficient and converge quickly. However, if the energy function is
not convex, the solution is only locally optimal and its quality is
highly sensitive to the initialization.

To overcome the limitations of existing methods, this paper
develops a new method for computing energy-minimizing paths
on surfaces that are general to work with different energy forms.
Our main idea is to adopt differential evolution (DE), a popular
evolutionary computation method that optimizes a problem by
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iteratively trying to improve a candidate solution [4,5]. To fit
into the DE framework, we propose a simple strategy to encode
paths by a density distribution and define path operations, such
as addition and scalar multiplication. Our method, called DE-Path,
maintains a population of agents from random samples of the
search space and creates new candidate solutions by combining
existing ones according to a simple DE formula. It then keeps the
candidate solution with the least energy.

Evaluation on a toy model confirms that with increasing res-
olution of the discretized domain, DE-path tends to find the
globally optimal solution. We demonstrate the effectiveness of
our method for three interesting applications: (1) computing
discrete geodesic paths on surfaces with non-uniform density
function; (2) finding a smooth path that follows a given vector
field as much as possible; and (3) finding a curve on a terrain with
(near-) constant slope. We also discuss the potential extension of
our method for 3D volumes.

1.1. Related work

In computer graphics, a well-known optimal path problem
is that of computing locally shortest paths. Computing these
geodesics on surfaces has been studied extensively in the last
three decades. Popular methods are the wavefront propagation
methods [6,7], the PDE method [8], and the graph-based method
[9]. Most of these methods focus on computing geodesic dis-
tances. To compute geodesic paths, one needs to back-trace
the gradient of the distance field. Liu et al. [10] formulated
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the geodesic path problem in an optimization framework that
supports arbitrary density function, anisotropic metric as well
as user-specified constraints. They adopted the quasi-Newton
method to solve the optimization problem. Due to the local
nature of the solver, their method computes only a locally optimal
solution.

Weighted shortest paths on polyhedral surfaces have also
been considered in computational geometry [11,12]. A weighted
shortest path is a path with a minimum cost among all possi-
ble paths on the polyhedral surface and the cost is defined to
be the sum of all line segments in the path multiplied by the
weights of corresponding faces. A state-of-the-art method [13]
can compute an ϵ-approximation of the weighted shortest path –
whose distance is not larger than the weighted shortest distance
multiplied by (1+ϵ) – from a fixed point to any other query point
in logarithmic time O(max(log2(1/ϵ)/ϵ, q)), where ϵ ∈ (0, 1) and
q are the user-specified approximation parameter and query time
parameter, respectively.

Another closely related work is energy-minimizing splines
[14], in which Hofer and Pottmann proposed an extrinsic defini-
tion of spline curves that uses the embedding space and confines
the curves to surfaces using nonlinear side condition. This method
works for a wide range of surface domains, including paramet-
ric surfaces, level sets, triangle meshes, and point samples of
surfaces. However, since it adopts a local method to solve the
variational problem, the results are often locally optimal.

2. Preliminaries

2.1. Differential evolution

Evolutionary computation is a family of metaheuristics for
global optimization inspired by biological evolution. A meta-
heuristic is a high-level heuristic designed to find, generate, or
select a heuristic that may provide a sufficiently good solution for
an optimization problem [15]. Popular metaheuristics are simu-
lated annealing [16], genetic programming [17] and differential
evolution [4]. All these methods are used for multidimensional
real-valued functions without the need of using the gradient of
the problem being optimized. Therefore they do not require the
optimization problem to be differentiable, unlike classic solvers
such as gradient descent and quasi-Newton methods.

Among popular metaheuristics, differential evolution (DE) has
advantages of simplicity, robustness, and better convergence rate
[18]. For a special class of energy functions (i.e., real-valued
second-order continuous functions), the probabilistic convergence
and global optimality of DE are proven [19]. For a wide range of
optimization problems which do not satisfy the above-mentioned
convergence condition, DE also performs highly effectively and
outperforms the other metaheuristics [4,5].

Let Ω be the solution space which is a subset of Euclidean
space Rd and f (X) : Ω → R be a loss function where X =
(x1, x2, . . . , xd). DE is a heuristic search algorithm to find a so-
lution with minimum loss. DE searches the solution space by
beginning with a randomly initialized population and updat-
ing the population iteratively. There are three operations in the
updating process, i.e., mutation operation, crossover operation
and selection operation. They are combinations of fundamen-
tal operations in vector space. The details will be explained in
Section 3.2.

Thanks to its simplicity and good performance, DE has been
widely used for optimization problems with continuous variables
defined in Euclidean spaces. Recent research efforts extended DE
to discrete problems. For example, Liu et al. [20] developed man-
ifold differential evolution (MDE) to compute centroidal Voronoi
tessellations (CVT) on curved surfaces. Due to the combinatorial

nature of the Voronoi diagram, the variables in the CVT energy
are orderless. To tackle this challenge, they assigned orders to the
CVT generators and proposed an agent matching operator to align
two agents. Recently, Yi et al. [21] applied DE to Delaunay mesh
simplification by using a 2D Cartesian grid model, in which each
grid point corresponds to triangle meshes with a certain number
of vertices and a simplification process is a monotonic path on the
grid. They developed a DE-based method to compute the optimal
path in the discrete solution space.

2.2. Fast marching method

The Fast Marching Method (FMM) [22] is a popular method
for computing geodesic distances. It is easy to implement and can
work on a wide range of domains, such as regular grids [22], trian-
gle meshes [8,23], implicit surfaces [24], parametric surfaces [25],
geometric images [26] and broken meshes [27]. FMM divides the
set of all vertices into a visited set and an unvisited set. Vertices
in the unvisited set have tentative distance values and vertices
in the visited set have determined distance values. FMM uses a
priority queue to sort the distances of vertices in the unvisited
set and propagates the vertex with minimal distance, which is a
Dijkstra-like algorithm. It visits all neighbor faces of the vertex
and moves the vertex from the unvisited to the visited set. It
propagates the distances from two vertices to another vertex
in the same simplex face using finite difference approximations
of the gradient. During the propagating process, the distance
is updated to the shorter distance. FMM terminates when the
unvisited set is empty. FMM runs in O(n log n) time on a triangle
mesh with n vertices.

The weighted shortest path from the source vertex to the
target vertex can be obtained when FMM terminates. We obtain
it by computing the gradients from the distances and following
the gradients from target vertex to source vertex.

3. DE-Path

Given a 2-manifold M and two points s and t on M , there exist
many paths between s and t on M . Denote by Ps,t the space of all
paths from s to t on M . Given an arbitrary energy function

ε: Ps,t → R

which measures a quantity of the paths, the problem is to find a
path with minimal energy, that is,

min
p∈Ps,t

ε(p) (1)

To numerically solve the problem, we represent the 2-manifold
as a mesh and the path as a polyline. The mesh is represented by
M = (V , E, F ), where V , E, and F are the sets of vertices, edges,
and faces, respectively. The polyline is represented by p0p1 · · · pk,
where pi are vertices of the polyline with p0 = s and pk = t . We
assume that the polyline is a single line segment in a face of M . In
other words, each pi is located on an edge of M for i = 0, 1, . . . , k.

To find a stochastic global optimization solution to the prob-
lem defined in (1), we propose a differential evolution (DE) strat-
egy. Since traditional DE only optimizes real-valued functions, the
major challenge in our work is how to formulate the discrete-
path-based variables in the DE framework. In other words, DE
needs to define the operations of subtraction and scalar multipli-
cation of agents, and thus requires the search space to be linear.
In Section 3.1 we use the fast marching method to encode a path
as a density distribution such that the corresponding search space
is linear. In Section 3.2 we present the proposed DE algorithm.
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Algorithm 1 DE-Path

Input: 2-manifold M , two points s and t on M , energy function
ε: Pst → R≥0, differential weight F and crossover probability
CR

Output: a path p ∈ Pst with the lowest energy
1: Initialize all agents G0 = {g0,1, g0,2, . . . , g0,N}
2: k← 0 // the kth population
3: while the termination criterion is not met do
4: for i = 0→ N − 1 do
5: // Mutation
6: Randomly select three agents gk,rand1 , gk,rand2 and

gk,rand3 from Gk
7: vk,i = gk,rand1 ⊕ F ⊗ (gk,rand2 ⊖ gk,rand3 )
8: // Crossover
9: for xj ∈ V do

10: Rj ← a uniformly distributed random number
11: if Rj > CR then
12: hk,i(xj)← gk,i(xj)
13: else
14: hk,i(xj)← vk,i(xj)
15: end if
16: end for
17: // Selection
18: Compute the path for agent hk,i using FMM and

evaluate its energy ε(hk,i)
19: if ε(hk,i) < ε(gk,i) then
20: gk+1,i ← hk,i
21: else
22: gk+1,i ← gk,i
23: end if
24: end for
25: k← k+ 1 // next generation
26: end while
27: // find the best agent in Gk
28: gbest ← gk,0
29: for i = 0→ N − 1 do
30: if ε(gk,i) < ε(gbest ) then
31: gbest ← gk,i
32: end if
33: end for
34: p← FMM(gbest)
35: (optional) optimize p using a local optimal algorithm
36: return p

3.1. Encoding paths as density distributions

The variables in the optimization problem defined in (1) are
paths on a 2-manifold mesh M . To apply a DE strategy, our
key idea is to encode any path by a density distribution on M
such that the variables are transformed to density distributions.
We further define these density distributions as scalars on mesh
vertices. Therefore, the necessary addition, subtraction, and scalar
multiplication required by DE can be defined on these scalars. The
details are as follows.

Recall that a density distribution on a smooth 2-manifold M̃ is
a real value function

ρ: M̃ → R.

On a 2-manifold mesh M = (V , E, F ), a density distribution on M
can be defined as a real-value function on V , i.e.,

ρ: V → R.

Given any density distribution ρ, we apply the fast marching
method (FMM) – which is a numerical method for solving the

boundary value problem of the Eikonal equation – to find the
weighted shortest path between s and t on M ,{
|∇u(x)| = ρ(x),

u(s) = 0,
(2)

where s is the source point and u(x) is the minimum distance
from s to x in M under the density distribution ρ. Therefore,
FMM can be regarded as a function which maps any density
distribution ρ to a path p ∈ Ps,t ,

fFMM:DM → Ps,t ,

where DM is the space of all density distributions in M . Given that
DM is a linear space, the addition, subtraction, and scalar multi-
plication of real-valued functions can then be easily designed for
DM naturally.

FMM requires the density distribution to be non-negative
everywhere, but the difference of two density distributions could
be negative. To solve this conflict, one way is to trivially set
all negative values to zero. In our algorithm we use the follow-
ing definitions of addition, subtraction, and scalar multiplication,
which enlarges the search space more than the trivial clipping
scheme,⎧⎪⎨⎪⎩

a⊕ b = ab,
a⊖ b = a/b,

k⊗ a = ak.

The multiplication, division, and exponential operation de-
fined in (3.1) can be regarded as addition, subtraction, and scalar
multiplication in an exponential domain. Note that positive real
numbers are closed under these operations. At the implementa-
tion level, positive real numbers could be too large or too close
to zero, which is out of the range of precision. Let DBLMAX and
DBLMIN be the maximum and minimum positive numbers that
can be represented. We set a real number to DBLMAX if it exceeds
DBLMAX and to DBLMIN if it is less than DBLMIN , which is called
the maximum principle. It can make the difference of two big (or
small) numbers disappear. We use a trick to keep the differences
by storing its exponential domain log(x). We apply no maximum
principle to it in the DE part. As Eq. (2) needs the density, we
apply the maximum principle to it only in the fast marching part.

The density with new operations is the same as the traditional
density in FMM. Different operations lead to different search
behaviors, which only make DE different. The new operations
avoid negative numbers and keep the difference so it can make
DE more effective.

By transforming each density distribution ρ ∈ DM to a path in
p ∈ Ps,t using fFMM, we can represent the energy function ε(p) as
ε(fFMM(ρ)), denoted by ε(ρ) for short. Hereafter, we will focus on
DM with the energy defined on density distributions.

3.2. Algorithmic details

The pipeline of our algorithm follows the traditional differen-
tial evolution algorithm, as shown in Fig. 1. First, we generate
a set of density distributions in V randomly as initial agents.
We iteratively update the agents until the termination condition
is met. We call the agents after the kth iteration as the kth
population. Denote by Gk = {gk,i}Ni=1 the kth population, where
N is the size of populations. The scale of populations is the same
in different iterations, which is a parameter in the differential
evolution algorithm. There are three operations in an iteration
for each agent, which are mutation, crossover, and selection. The
pseudo-code of our algorithm is shown in Algorithm 1.

The initial agents, which are a set of density distributions
in V , are generated randomly. The path will not change if the
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Fig. 1. Illustration of one iteration in differential evolution. The agents are a set of density distributions in V and the fast marching method maps a density distribution
to a path from s to t . The kth is Gk = {gk,i}Ni=1 . For each agent gk,i in Gk , mutation, crossover, and selection are applied. We select three agents from Gk randomly
and add the scaled difference of #rand2 and #rand3 to #rand1 during the mutation operation. After crossover and selection, we update gk,i to gk+1,i .

densities in all vertices are multiplied by some number together.
For any c > 0, uniform samples in (0, c] are the same as in (0, 1].
Therefore, we take a uniform sample in (0, 1]. Uniform sampling
in the density domain leads to non-uniform sampling in the path
domain. The probability of a path being the minimizing path is
non-uniform in the path domain and to take a uniform sampling
in the path domain is not easy, so we take a uniform sampling in
the density domain.

During the mutation operation, we select three agents, de-
noted by gk,rand1 , gk,rand2 and gk,rand3 , from Gk randomly. Let

D = gk,rand2 ⊖ gk,rand3

and

vk,i = gk,rand1 ⊕ F ⊗ D,

where F is the differential weight parameter.
In the crossover operation, we generate a new density distri-

bution hk,i whose value is either gk,i or vk,i. For each vertex xj in
V , we pick a uniformly distributed random number Rj. We have

hk,i(xj) =
{
gk,i(xj), if Rj > CR
vk,i(xj), otherwise,

where CR is the crossover probability parameter.
The selection operation computes the energy function values

of hk,i and gk,i using FMM to decode a density distribution to a
path. We select the better one and discard the other, that is,

gk+1,i =
{
gk,i, if ε(gk,i) < ε(hk,i),
hk,i, otherwise,

where ε:DM → R as mentioned before.
Applying the three operations to each agent, we update the

population to the next population. The loop terminates if the
iteration number exceeds the maximal iteration specified by the
user or if the energy function does not change in nc consecutive
iterations, where nc is a number specified by the user. Finally, we
find the best agent in the final population and compute a path
from s to t using FMM. Optionally, a local optimal algorithm could
be applied. The path is the result of our method.

Table 1
Computation times of our method.
Application Category Vertices Agents Iterations Time (s)

Vector field Simple converge 1681 1000 300 354.2
Vector field Simple converge 6561 1000 50 480.1
Vector field Simple converge 14641 2000 400 9526.6
Vector field Simple Rotation 6561 1000 300 2468.8
Vector field Complex 1 6561 1000 300 1493.3
Vector field Complex 2 6561 1000 300 1582.5
CSC (k = 0.2) Cone 1681 1000 200 542.6
CSC (k = 0.2) Peaks 6561 1000 300 2520.3
Uniform geodesic Kitten 1370 500 300 438.5
Uniform geodesic Dragon 5098 1000 200 1680.9
Non-uniform geodesic Beethoven 10406 1000 200 3080.8
Non-uniform geodesic Bima 15653 500 300 3469.5

3.3. Time complexity

DE-Path is a heuristic search algorithm, hence the computation
time is highly related to the specific application and the manifold.
It is hard to provide a supremum of the time complexity. We
provide an upper bound of the time complexity and show the
computation time for our experiments in Table 1.

The computation time depends on the mesh complexity, the
population size, and the number of iterations. Given a triangle
mesh with n vertices, FMM runs in O(n log n) time. The DE-Path
runs in O(ImaxNn log n) time, where N is the population size and
Imax is the maximal number of iterations, which are both specified
by the user.

4. Applications

This section demonstrates DE-Path on three applications: com-
puting geodesic paths on triangle meshes with non-uniform den-
sity function, finding a smooth path that follows a given vector
field as much as possible, and computing a curve on a terrain with
constant slope.

4.1. Application 1: Geodesics

Given a manifold M and a density function ρ:M → R, a
geodesic is a path with weighted shortest length, which is also
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Fig. 2. Constant-slope curve. Given a terrain model and a desired slope k, we first compute the gradient of the terrain model and then rotate the vector field by θ

clockwise and counterclockwise to obtain a 2-vector field. A constant slope curve follows one of the two vectors at each point.

the minimum of the energy function

εG(p) =
∫
x∈p

ρ(x) dx.

It is called a uniform geodesic if function ρ(x) is constant, and a
non-uniform geodesic otherwise.

Uniform geodesics are a well-studied application in computa-
tional geometry and there exist many methods to compute them.
The Mitchell–Mount–Papadimitriou (MMP) algorithm [6] is a fast
method to compute exact geodesics, so its result can be regarded
as the ground truth. In our method, FMM can find an approximate
geodesic and the DE framework can improve the quality of the
geodesic. We compare the results of our method, FMM, and the
MMP algorithm to validate our method in Section 5.

The classic window propagation methods, such as the MMP [6]
and CH algorithms [7], do not work for triangle meshes with
non-uniform density function. FMM can be extended for handling
non-uniform density. However, the path computed by FMM is
different from the exact solution because of the back-tracing
process. In this paper, we adopt FMM in our DE framework to
compute geodesic paths with non-uniform density.

4.2. Application 2: Vector fields

A vector field X on a manifold M is an assignment of a tangent
vector to each point in M [28]. It can be considered as a map

X:M → TM, (3)

such that proj ◦ X is the identity mapping, where TM is the
tangent bundle of M and proj denotes the projection from TM
to M . In the discrete case of a 2-manifold embedded in R3, the
manifold is represented by a mesh M = (V , E, F ) and the vector
field X is defined on M .

The simplest vector field is the gradient field which is the
gradient direction field of a real value function defined on M . In
the gradient field, curl is zero, but convergence and divergence
are usually not zero. We can rotate the gradient field and obtain
a non-zero-curl vector field. Using this way, we can obtain a com-
plex vector field with non-zero curl, convergence and divergence
from a real value function.

Given two points s and t on M , the problem is to find a
path along the vector field from s to t , where the vector field
is bidirectional. In most cases, no path can exactly follow the
vector field. This is because given a starting point t , following the
vector field X will lead to a path, on which usually t may not be.

Fig. 3. Results of DE-Path on two complex vector fields with curls. We pick two
pairs of endpoints on each vector field and set the smoothness factor 0.1. The
endpoints s2 and t2 are on the same integral curve so that the optimal path
has a zero energy. Our computed paths (s2, t2) for both vector fields have low
normalized energies, meaning that they are close to the ground truth.

An energy function for measuring how well a path p follows the
vector field X is defined as

ε1(p) =
∫
x∈p

∡⟨ṗ(x), X(x)⟩ dx,

which is, the integral of the acute angle between the lines of ṗ
and X at each point. Here notation ∡⟨a, b⟩ represents the acute
angle between the lines of a and b. The path along the vector
field has the lowest energy. Therefore, we can solve the problem
by minimizing the energy using our proposed DE solution.

4.3. Application 3: Constant-slope curves

Given a 2-manifold S(x, y) = (x, y, z(x, y)), a constant-slope
curve (CSC) is a curve c(t) = (x(t), y(t), z(x(t), y(t))) satisfying
dz
dt

/
dl
dt
= k
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Fig. 4. Constant slope curves on a cone with (a) k = 0.2 and (b) k = 0.1. We show the results without (left) and with (middle and right) the smoothness term.

Fig. 5. Two constant slope curves with k = 0.1. (a) The mean errors of the green and the blue curves are 0.157 and 0.227, respectively. (b) To visually check the
quality, we embed the projected curve in the corresponding 2-vector field. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

everywhere, where l is length of the curve and k is a given
constant. Rewriting the equation, we have

dz
ds
= k,

where s is the arc-length parameter. Using the chain rule, we have

∂z
∂x

∂x
∂s
+

∂z
∂y

∂y
∂s
= k.

The left hand side can be regarded as the inner product of two
vectors, so that⟨(

∂z
∂x

,
∂z
∂y

)
,

(
∂x
∂s

,
∂y
∂s

)⟩
= k

and further

⟨∇z(x, y), ṗ(s)⟩ = k, (4)

where ∇z(x, y) is the gradient of z(x, y) and ṗ(s) is the derivative
of p(s). We first compute the gradient field GF (S) of S(x, y) and
note that there are at most two directions satisfying the condition
at each point. By rotating GF (S) at each point by θ clockwise and
counterclockwise we obtain two vector fields, VF l and VF r , where
θ is the angle satisfying Eq. (4) and

θ = arccos
(

k
|∇z(x, y)| |ṗ(s)|

)
.

The constant-slope curve is then along either VF l or VF r . The
problem can be solved using a 2-vector field model, as shown in
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Fig. 6. Computing geodesic paths. (a) The models have uniform density. The green path is the ground truth computed by the MMP algorithm. The red is our result
without local refinement, and the blue is the result of FMM. The lengths of the geodesic paths are: Dragon: 70.46 (MMP), 71.68 (ours) and 81.44 (FMM); Kitten:
49.52 (MMP), 50.11 (ours), and 57.38 (FMM). (b) The models have non-uniform densities and the MMP algorithm does not work. The energies are: Beethoven 20.47
(ours) and 22.48 (FMM); Bimba: 22.41 (ours) and 25.32 (FMM). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 7. Validation on a toy model. We show results of our method (without penalty term) after 300 iterations (bottom) and the gradient descent method after 20
000 iterations (top). The energy of our method is lower than that of the gradient descent method.
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Fig. 8. Validation on a toy model. With increasing resolution of the discretized domain, DE-Path is able to find the solution with higher quality and shows the
positive trend of finding the global optimal. In contrast, the classic gradient descent solver gets stuck in a local optimum.

Fig. 2. In the case k = 0, the problem reduces into a vector field
problem, as discussed in Section 4.2.

To measure how well a path p keeps a constant slope, we
define the energy function

ε2(p) =
∫
x∈p

min
(
⟨ṗ(x), VF l(x)⟩, ⟨ṗ(x), VF r (x)⟩

)
dx.

4.4. Penalty term in applications 2 and 3

In some applications, we hope to find a path satisfying a
certain property. A straightforward way is to add a penalty term
into the energy function. With this penalty term, the energy
function no longer has nice properties and some methods fail, but
ours still work.

A penalty term for smoothness in the discrete case is defined
as

εs(p) =
k−2∑
i=0

⟨pipi+1, pi+1pi+2⟩,

where p = p0p1 . . . pk. Two possible directions at each point make
a constant slope curve to bend everywhere. The penalty term
can alleviate it. A comparison of a constant slope curve with and
without the penalty term for smoothness is shown in Section 5.

5. Results & discussions

We implemented our method in C++ and tested it on a PC
with an Intel Xeon E5-2620 CPU (2.00 GHz) and 32 GB RAM.
By adopting a DE framework, our method can effectively jump
out local minimums and achieve a stochastic global solution. To
demonstrate this nice property, we compare our method with a
local optimization method, i.e., a gradient descent method, in the
same environment. The running time for all results of our method

is listed in Table 1, which also reports the number of vertices, the
scale of agents and the number of iterations.

To illustrate the two applications presented in Section 4, some
results are shown in Figs. 3–5. Two paths following two complex
vector fields are shown in Fig. 3(a) and (b). We obtain the two
complex rotation vector fields by rotating two gradient vector
fields of two terrains by 90 degrees. In many practical scenarios,
adding a penalty term to the energy function can make the energy
function quite different. To demonstrate that our method can fit
diverse energy functions, four constant slope curves (k = 0.2
and k = 0.1) with and without a smoothness penalty term on
a cone are shown in Fig. 4. Front view and side view are both
shown because the constant slope curves could round to off side
of the cone. Two constant slope curves in a complex terrain are
shown in Fig. 5. We also put them in the corresponding 2-vector
field mentioned in Section 4.3, where we can check whether they
satisfy Eq. (4).

We validate our method on two toy models (Figs. 7 and 8),
and compare with a gradient decent method. A simple rotation
vector field with the ground truth and two results of our method
after 300 iterations and a gradient decent method after 20 000
iterations are shown in Fig. 7. We apply a local refinement to
our result after 300 iterations. The result of our method, which
has lower energy, is similar to the ground truth. The gradient
decent method falls into a local optimum and its result has
overlaps. A simple converge vector field with the ground truth
and six results in different resolutions are shown in Fig. 8. With
increasing resolution of the discretized domain, DE-Path is able to
find the solution with higher quality and shows the positive trend
of finding the global optimal. In contrast, the classic gradient
descent solver gets stuck in a local optimum.

To validate our method, we compare our method and FMM
for computing geodesics with uniform and non-uniform densities
(see Fig. 6). To make the comparison fair, we run our method
without local refinement. The result of our method has lower
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energy than that of FMM, which verifies that the DE framework
finds a better density than the original density.

6. Conclusion & future work

We presented a simple yet effective method to solve a general
minimal-energy-path problem on 2-manifold meshesM , in which
the energy can be in any user-specific form. By proposing a novel
mapping from discrete paths to density distributions on M , we
successfully introduce the powerful differential evolution strat-
egy into our solution, which can effectively jump out the local
minimums and achieve a good result. Experimental results and
two novel applications demonstrate the merits of the proposed
DE-path solution.

Since the fast marching method can be used in 3D volumes, it
is possible to extend DE-path to 3D volumes as well. A possible
way is to define a density distribution on vertices of 3D volumes
and use FMM to obtain a path from s to t . We will study the
implementation details of this extension in future work.
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