
Controllable Procedural Generation of Landscapes
Jia-Hong Liu

Tsinghua University
Beijing, China

liujiaho23@mails.tsinghua.edu.cn

Shao-Kui Zhang∗
Tsinghua University

Beijing, China
shaokui@tsinghua.edu.cn

Chuyue Zhang
Tsinghua University

Beijing, China
zhangchu23@mails.tsinghua.edu.cn

Song-Hai Zhang
Key Laboratory of Pervasive Computing

Ministry of Education
Beijing, China

Tsinghua University
Beijing, China

shz@tsinghua.edu.cn

Figure 1: We propose a controllable and practical framework that generates landscapes. (a) Our framework integrates a Large
Language Model that converts user input into parameters and enables user control over the generation process through simple
texts. (b) It leverages optimization techniques to generate a general plan that includes terrains, roads, and various attributes. (c)
Subsequently, it refines the plan by smoothing and arranging elements through rules and patterns for aesthetic landscapes.

Abstract
Landscapes, recognized for their indispensable role in large-scale
scenes, are experiencing growing demand. However, the manual
modeling of such content is labor-intensive and lacks efficiency.
Procedural Content Generation (PCG) techniques enable the rapid
generation of diverse landscape elements. Nevertheless, ordinary
users may encounter difficulties controlling these methods for de-
sired results. In this paper, we introduce a controllable framework
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for procedurally generating landscapes. We integrate state-of-the-
art Large LanguageModels (LLMs) to enhance user accessibility and
control. By converting plain text inputs into parameters through
LLMs, our framework allows ordinary users to generate a batch of
plausible landscapes tailored to their specifications. A parameter-
controlled PCG procedure is designed to leverage optimization tech-
niques and employ rule-based refinements. It achieves harmonious
layering in terrains, zoning, and roads while enabling aesthetic
arrangement of vegetation and artificial elements. Extensive exper-
iments demonstrate our framework’s effectiveness in generating
landscapes comparable to those crafted by experienced architects.
Our framework has the potential to enhance the productivity of
landscape designers significantly1.

1The source code is publicly available at:
https://github.com/omegafantasy/ControllableLandscape, and
https://github.com/omegafantasy/ControllableLandscape_UnityClient.
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1 Introduction
Recently, there is a growing interest in developing efficient ap-
proaches for generating 3D indoor [62, 63, 65] and outdoor [32,
43, 48] content. Landscapes are indispensable outdoor content that
creates ecologically and aesthetically balanced living spaces, pro-
moting healthy lifestyles inmodern life [37, 64]. However, architects
often rely on modeling software to craft landscapes, which lacks
efficiency. Even with powerful tools [26], the modeling process still
requires many manual operations and much proficiency [18].

In the industry, generating landscapes is often assisted with Pro-
cedural Content Generation (PCG) techniques. PCG facilitates the
efficient and large-scale creation of natural environment contents
using mathematical rules, spatial patterns, or other techniques such
as optimization and deep learning [6, 14, 35, 50]. Nevertheless, these
approaches may have limitations in user control. Ordinary users
may find it challenging to leverage the process to achieve their
objectives fully. When confronted with multiple parameters, users
may experience difficulty adjusting them for optimal results. Ad-
ditionally, some PCG approaches require expertise in engineering
or architectural techniques and compromise accessibility to the
general audience. Addressing user control is essential for achieving
more effective landscape scene generation.

Large Language Models (LLMs) excel in natural language under-
standing and task performance [1, 52, 53]. Additional context or
prompts enable more appropriate and accurate responses aligned
with user specifications [52]. Therefore, LLMs are effective and
friendly tools for ordinary users to control expert tasks.

In this paper, we propose a controllable framework for procedu-
rally generating landscapes, aiming to generate aesthetic landscapes
effectively (Figure 1). We address user control by introducing a set
of parameters and integrating an LLM into our framework. Utilizing
our framework is simple for ordinary users, who merely need to
describe their desired landscapes in plain text. The framework au-
tomatically engages the LLM to comprehend the input and provide
responses that can be parsed into parameters, thereby guiding the
generation process to align with user objectives.

After determining the parameters, we generate the landscape
plan leveraging optimization techniques, featuring an adapted ge-
netic algorithm for terrain and vegetation types and a heuristic
algorithm for road generation. We use a discrete grid to represent
terrain, entrances, scenic spots, roads, and the layout scheme of the
landscape. Subsequently, we refine the plan through mathematical

smoothing for more natural transitions both horizontally and verti-
cally. Finally, we arrange diverse landscape elements to complete
an aesthetic landscape. Furthermore, the framework supports the
batch generation of many diverse landscapes given a user input.

We evaluate our framework through experiments. Performance
analysis and ablation studies delve into several components and
validate the overall plausibility of our method. The user study
demonstrates that the landscapes generated by our framework
are comparable to those crafted by experienced architects.

The key contributions of this paper are outlined below:
• We propose a framework facilitating the procedural genera-
tion of a large number of plausible landscapes.

• Our framework converts text inputs to parameters using a
Large Language Model, enhancing the generation process’s
controllability and accessibility to ordinary users.

• Our framework follows a parameter-controlled procedure
combining optimization and rule-based techniques, such as
a 2D-adapted genetic algorithm, a heuristic road generation
algorithm, and mathematical smoothing.

2 Related Works
2.1 Procedural Generation of Outdoor Contents
Procedural Content Generation (PCG) is a leading technique ow-
ing to its versatile applications across various industries (e.g., gam-
ing) [4, 17, 20, 45]. It is particularly effective for generating modular,
highly repetitive, or rule-based content [14]. Traditional methods
often rely on rules and simple randomized algorithms [14], such as
grammar trees [56] and noise. Recently, more advanced rule-based
methods have been proposed, such as binary [29] or multi-level [61]
partitioning for urban space planning. Computational geometry [9]
and example-based methods [66] are also widely employed. Infini-
gen [43] is a state-of-the-art approach that facilitates generating
natural objects and scenes through randomized mathematical rules.

Other PCG categories are also emerging. Optimization-based
methods typically perform multi-objective optimization by inte-
grating the problem into existing algorithmic frameworks. There
are cases for integer programming [39], Particle Swarm Optimiza-
tion [51], anisotropic shortest path algorithm [16], and genetic algo-
rithms [40]. Simulation-based methods simulate temporal changes
in content influenced by the autonomous actions of creatures and
natural phenomena to generate scenes iteratively. For instance,
simulating the interaction of individuals [47, 55] or the natural
weathering and battling events [28]. Learning-based methods apply
frameworks such as fully connected neural networks [30], Varia-
tional Autoencoders (VAEs) [57], and Generative Adversarial Net-
works (GANs) [19, 23, 34], etc.

Our framework combines the rule-based and optimization-based
approaches to leverage their respective advantages. Additionally,
incorporating an LLM enhances controllability and accessibility to
ordinary users. Recent studies [31, 48] also investigate the integra-
tion of LLM in PCG.

2.2 Large Language Models
Large language models (LLMs) have garnered extensive attention
recently. Many models are introduced [5, 33, 42, 59]. Literature
demonstrates their exceptional capabilities. Wei et al. [52] discover
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Figure 2: The framework involves three stages: In the first
stage, the LLM is employed to convert the user input into
parameters that control the generation. Next, we optimize
the landscape’s layout plan on a grid, focusing on the terrains,
spots, roads, and attributes. Finally, we refine it by smoothing
the resulting plan and arranging the elements to obtain an
aesthetic and plausible landscape.

that these models can handle complex tasks even in a zero-shot
manner. They [53] also observe that larger scales empower LLMs
with additional capabilities compared to smaller models. Bubeck et
al. [1] evaluate GPT-4 and conclude that beyondmastering language,
it can tackle diverse tasks spanning mathematics, coding, medicine,
and more. Typical examples include the advances in reasoning
tasks [54] and public health aiding [24]. Numerous applications
have emerged based on LLMs, such as Codex [3] and Galactica [49].
This paper employs the GPT-4 [33] model (Section 4.1).

2.3 Landscape Generation
Existing literature employs a diverse range of approaches to tackle
landscape generation. For instance, PCG techniques are leveraged
to automatically model urban forestry [32] and multi-biome land-
scapes [13]. The genetic algorithm is applied for systematic opti-
mizations [12, 46]. Parametric design approaches [2, 58] are also
explored. Simulations are performed to form ecoclimates [36], ter-
rain [7], and glaciers [8]. Real-world data and machine learning [22]
are combined to author large-scale ecosystems.

There is growing interest in interactively editing landscapes. For
instance, Emilien et al. [11] and Gain et al. [15] facilitate editing vir-
tual worlds using "brush" operations. Schott et al. [44] enable user
control over the simulation of large-scale erosion. Similar interac-
tive simulations are also applied to meandering river networks [38].
Ecormier et al. [10] propose a method for interactively generating
ecosystems containing flora and fauna. Makowski et al. [27] explore
interactive multi-scale modeling of plant ecosystems.

3D-GPT [48] has been proposed as an LLM-powered 3D pro-
cedural modeling system that enables the generation of natural
scenes through simple instructions. Compared with it, our frame-
work highlights arranging landscape elements rather thanmodeling
them individually. We also support larger quantities of vegetation.

3 Overview
Our framework comprises three stages: parameterization, optimiza-
tion of a layout plan, and generation of refined features (Figure 2).
In the first stage (Section 4.1), the LLM converts the user input into
parameters. We design the context (prompt) of the queries to ensure
accurate and robust responses, which are then parsed into param-
eters. These parameters cover diverse aspects and functionalities
(see Table 1) and guide the subsequent generation.

The second stage (Section 4.2) encompasses three optimization
steps, deriving a "layout plan" including information of terrains,
spots, roads, and attributes on a grid. The first and third steps em-
ploy an adapted genetic algorithm (Section 4.2.2), incorporating
modified crossover/mutation operations and a novel "evolution" op-
eration to produce solutions effectively. The first step (Section 4.2.3)
assigns each grid cell of five terrain types to characterize its to-
pography and surface features. The second step (Section 4.2.4) first
determines entrances and points of interest. Then, a heuristic-based
path-finding algorithm and evaluations are applied to generate pri-
mary and secondary roads. Like the first step, the third step (Sec-
tion 4.2.5) assigns each cell one of five attribute types, describing
what should be placed on the terrain.

The third stage (Section 4.3) uses two steps to finalize the gen-
eration: smoothing (Section 4.3.1) and procedural arrangement of
elements (Section 4.3.2). The smoothing step operates in both the
horizontal and vertical aspects. Horizontally, it smooths the borders
of the regions using cubic splines. Vertically, it generates a smooth
height map employing interpolations and Perlin Noise. The sec-
ond step arranges numerous landscape models based on specified
rules and patterns, where factors like model categories, terrain, and
location are considered for aesthetic arrangement.

4 Method
4.1 Parameterization from the Input Text
In this section, we introduce the methodology of utilizing the LLM
to convert the user input into parameters. Specifically, we merge
the input text with a predefined context, call the LLM API, and
parse the response to extract parameters.

We use the GPT-4’s chat model [33] 𝐿, which supports a text-
based context comprising one or multiple messages. According to
the official guidance, each message is assigned one of three "roles".
A "user" message𝑚𝑢 signifies the request from the user, and an
"assistant" message 𝑚𝑎 represents the response from the model.
A "system" message𝑚𝑠 , or the system prompt, is an independent
message providing instructions and defining the assistant’s behav-
ior. Recognizing that a comprehensive context enhances quality
and robustness of the responses, we design a context that includes
all three message types: a system prompt𝑚𝑠 , a sample input𝑚𝑢 ,
and a sample output𝑚𝑎 . Section A.1 of the supplementary mate-
rial provides more details for designing the system prompt. For
each query, this context is combined with user input text𝑚𝑖 and
sent to the LLM. Therefore, calling the LLM can be expressed as
𝑚𝑜 = 𝐿(𝑚𝑠 ,𝑚𝑢 ,𝑚𝑎,𝑚𝑖 ), where𝑚𝑜 is the response text from the
model. The output 𝑚𝑜 is then parsed into the parameters using
a syntax tree, enforcing a dictionary-like format for successful
parsing. For 𝑛𝑝 parameters {𝑝1, 𝑝2, ..., 𝑝𝑛𝑝 }, the parsing process is
formulated as {𝑝1, 𝑝2, ..., 𝑝𝑛𝑝 } = 𝑃 (𝑚𝑜 ).
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Table 1: The list of categorized parameters employed in the paper, with each row representing a category of parameters sharing
similar functionalities. Despite some groups appearing similar, they exhibit distinct representations or objectives. For instance,
𝑃𝐴 addresses all regions of the same type, whereas 𝑃𝑎 targets individual regions.

Name Value Type Brief Description Example

𝑃𝜖 Boolean Whether specific elements/types should exist 𝑃𝜖 (𝐻𝑖𝑔ℎ𝑙𝑎𝑛𝑑) = 𝐹𝑎𝑙𝑠𝑒
𝑃𝑁 Pair of Integer The range (lower/upper limits) of the number of specific regions/elements 𝑃𝑁 (𝐿𝑎𝑘𝑒) = [2, 2]
𝑃𝐴 Pair of Float The range of the total area coverage rates of specific regions 𝑃𝐴 (𝐹𝑜𝑟𝑒𝑠𝑡) = [0.35, 0.6]
𝑃𝑎 Pair of Float The range of the area coverage rate of any single specific region 𝑃𝑎 (𝐿𝑎𝑘𝑒) = [0.04, 0.2]
𝑃𝑆 Pair of Float The range of the sizes of specific elements 𝑃𝑆 (𝑅𝑜𝑎𝑑𝑊𝑖𝑑𝑡ℎ) = [2.5, 4]
𝑃𝐸 Enumerable Abstract representation of the extent of specific elements 𝑃𝐸 (𝑇𝑟𝑒𝑒𝐷𝑒𝑛𝑠𝑖𝑡𝑦) = 𝐸𝑥𝑡𝑒𝑛𝑡 .𝐻𝑖𝑔ℎ

Since this paper deals with many parameters, we categorize all
parameters into distinct groups (Table 1), where parameters within
a category share similar functionalities. Given the complexity of
managing all these parameters in a single query, we opt for a multi-
agent approach. For every input, we construct multiple queries to
the LLM, with each query focusing on parameters related to one
specific aspect. Every context {𝑚𝑠 ,𝑚𝑢 ,𝑚𝑎} used in these queries
contains similar background information and adheres to a standard-
ized format. The task description within each context is customized
to address the parameters associated with it.

4.2 Optimization of a Layout Plan
4.2.1 High-level Ideas. With multiple factors (e.g., style, balance,
and accessibility) to consider [60] and numerous natural/artificial el-
ements to arrange, generating a landscape in a single-shot process is
challenging. Therefore, we address the task in a general-to-specific
manner, encompassing two stages. This section (Section 4.2) is the
first stage, which focuses on devising a general plan. To reduce
the search space, we employ a 𝑤 × ℎ grid to formulate the plan
discretely.

We adopt a three-step approach that addresses several layers to
determine the grid contents. First, we generate the terrain, estab-
lishing it as the fundamental feature of the landscape. Second, we
determine the layout of key spots (entrances and points of interest)
and roads. Lastly, we assign the "attributes", guiding the placement
of natural elements or artificial features.

4.2.2 Genetic Algorithm on a Grid. The genetic algorithm is a ver-
satile optimization technique commonly employed to address opti-
mization problems. Each potential solution is encoded and treated
as an individual. By evaluating these individuals using a fitness
function and applying selection, crossover, and mutation opera-
tions, the algorithm iteratively fosters new generations of refined
solutions to the given problem.

We implement the genetic algorithm on a grid with𝑤 × ℎ cells,
where the "types" assigned to all cells represent a solution. Each
cell’s type is denoted by a non-negative integer, with a total of 𝐾
types available. Conventional practice employs a 1D binary string
encoding for each individual [21]. However, when conforming the
1D encoding to 2D cells, the crossover/mutation operations may
lead to fragmented and less optimal solutions due to mismatched
spatial properties of 1D strings and 2D grids. Therefore, we intro-
duce specialized modifications to these operations tailored to a grid.

Figure 3: Illustrations for Section 4.2.2. (a) The basic con-
cepts. (b) Crossover on two cases. For similar selected regions,
all contents are exchanged; otherwise, only the intersection
parts are exchanged. (c) Mutation on two cases. Contents ei-
ther in a region or a block are switched as a whole. (d) The
novel "evolution" operation. Depending on the fitness func-
tion, it actively increases the fitness value.

Additionally, we propose incorporating an "evolution" operation
into the genetic algorithm to accelerate the iterations. These opera-
tions are illustrated in Figure 3. Thus, the genetic algorithm follows
an iterative selection-crossover-mutation-evolution procedure. Sec-
tion A.3 of the supplementary material has more details.

4.2.3 Optimization of the Terrain. As the first step in Section 4.2,
this part determines the terrain for the landscape. Specifically, we
assign each cell a terrain type. Five distinct types are considered,
each represented by an integer index: unused (0), aquatic (1), ter-
restrial (2), artificial (3), and elevated (4). These types account for
the physical features of the land, encompassing its topography and
surface attributes. To elaborate on each type:

• An "unused" cell indicates that the cell is excluded from the
site, allowing the landscape’s shape to vary.

• An "aquatic" cell signifies the presence of a water body.
• "Terrestrial" and "artificial" cells represent flat areas. "Ter-
restrial" features land with natural elements (soil, rocks, etc.),
and "artificial" features ground covered by artificial elements
(bricks or cement).
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Figure 4: The results for three steps in Section 4.2. (a) The first
step (Section 4.2.3) optimizes terrain types (unused, aquatic,
terrestrial, artificial, and elevated) using the genetic algo-
rithm. (b) The second step (Section 4.2.4) determines en-
trances, points of interest, and two-level roads connecting
them. (c) The last step (Section 4.2.5) applies the genetic al-
gorithm again to optimize the attributes (none, basic, low-
growing, tall-growing, and architectural).

• An "elevated" cell specifies the presence of a highland or a
hill mainly reserved for natural elements.

As previously stated, the genetic algorithm is utilized for the
optimization. The fitness function considers multiple factors (ex-
istence, numeracy, area, location, and compatibility), detailed in
Section A.4 of the supplementary material. Figure 4(a) shows an
optimized result in this step.

4.2.4 Optimization of Spots and Roads. In the second step, we
determine the spots and generate the roads. The generation sequen-
tially targets entrances, points of interest, and primary/secondary
roads. A select-best structure is applied several times: Randomly
or procedurally generate a total of 𝑁𝑔 valid solutions, evaluate each
of them, and then select the best-evaluated solution.

An entrance is defined as a corner on the boundary of the land-
scape. In the select-best procedure to generate 𝑃𝑁 (𝐸𝑛𝑡𝑟𝑎𝑛𝑐𝑒) en-
trances, solutions with entrances better adhere to the following
criteria are more favored: (1) Adequate spacing between pairs, (2)
Even distribution across all directions, and (3) Adjacency to flat
lands. Similarly, we determine the 𝑃𝑁 (𝑃𝑜𝑖𝑛𝑡𝑂 𝑓 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡) points of
interest (POIs), which serve as scenic spots or landmarks.

Regarding road generation, we prioritize the primary roads,
which serve as vital routes connecting key locations. In our context,
we generate primary roads that connect all entrances and POIs. We
start by connecting every entrance to its nearest POI, then proceed
to repeatedly connect pairs of separated POIs with the smallest
Euclidean distance until all POIs are connected. We aim for an
approach that balances preserving the spatial structure and gener-
ating straightforward roads, guided by the following principles [25]:
(1) Avoid self-intersections or loops, (2) Follow the region borders
when feasible, (3) Minimize unnecessary twists and turns, and (4)
Avoid running along the site boundary.

Based on these principles, each road is generated using a ran-
domized heuristic approach, similar to a path-finding process. A

(a) (b)

Figure 5: The results of Section 4.3.1. (a) Vertically, we gen-
erate a continuous height map. Lighter areas are higher. (b)
Horizontally, we introduce curves to the region borders, with
colors signifying various combined types (see Section 4.3.2).

select-best structure is employed to evaluate and refine the gener-
ated roads. After determining all primary roads, we supplement
the secondary roads to connect more regions and spots. Section
A.5 of the supplementary material provides details for generating
these roads. We conclude this part by providing an example of the
optimized result, as shown in Figure 4(b).

4.2.5 Optimization of Attributes. The plan for vegetation and artifi-
cial elements has yet to be decided. In the final step, we address this
by assigning each cell an "attribute" type to describe what should
be placed on the terrain. Five types are designed: none (0), basic (1),
low-growing (2), tall-growing (3), and architectural (4).

• A "none" cell indicates that no explicit development is needed
for the cell, leaving it as raw terrain.

• A "basic" cell recommends fundamental and typical vegeta-
tion for the terrain, such as grass, weeds, and rocks.

• "Low-growing" and "tall-growing" cells feature plants of
different heights. Shrubs are typical low-growing vegetation,
while trees and bamboo are tall-growing.

• An "architectural" cell emphasizes artificial elements such
as pavilions, corridors, and statues.

The genetic algorithm is once again utilized. Compared with
Section 4.2.3, we consider similar perspectives (existence, numeracy,
area, location, and compatibility) but focus more on the attribute’s
compatibility with the terrain and key spots (Section A.6 of the
supplementary material). The result is shown in Figure 4(c).

4.3 Generation of Refined Features
4.3.1 Smoothing. This section completes the generation by re-
fining the features and determining all elements using two steps:
smoothing and procedural arrangement. In the first step, we apply
smoothing for a more natural landscape. In the vertical aspect, we
generate a continuous height map that specifies the physical height
of the ground at any location. The method involves assigning a rel-
ative height to each cell based on its terrain type, applying bilinear
and bicubic interpolation techniques, and adding Perlin Noise [41].
We then proceed to the horizontal aspect and smooth the region
borders by introducing cubic splines. These smoothing techniques
are detailed in Section A.7 of the supplementary material. Figure 5
illustrates the results of this step.
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Table 2: The representative elements for the "combined" types. A "/" indicates that the type is invalid or does not require
vegetation. "(s)" implies only a few elements, while "(l)" for numerous elements. Note that more elements are supported when
arranging the models (in Section 4.3.2). For instance, statues, hallways, and pavilions are all compatible with the type (𝑇3, 𝐴4).

Unused (𝑇0) Aquatic (𝑇1) Terrestrial (𝑇2) Artificial (𝑇3) Elevated (𝑇4)
None (𝐴0) / / grass (s) tiles (l) rocks (s)
Basic (𝐴1) / lotus (s) grass (l), shrubs (s) tiles (l), flowerbeds (s), shrubs (s) grass (l), rocks (s)

Low-growing (𝐴2) / lotus (l) shrubs (l), trees (s) tiles (l), shrubs (l), flowers (s) shrubs (l), grass (s), rocks (s)
Tall-growing (𝐴3) / / trees (l), bamboos (l) tiles (l), trees (l) trees (l), bamboos (l)
Architectural (𝐴4) / rocks (s) pavilions (s), trees (l) tiles (l), chambers (l), trees (s) pavilions (s), trees (l)

4.3.2 Procedural Arrangement of Landscape Elements. Aiming for
a reasonable arrangement, we first determine the "combined" types,
referring to the combination of a terrain type and an attribute
type. Formally, the combined type of a cell with terrain type 𝑇𝑖
and attribute type 𝐴 𝑗 is denoted as 𝐶𝑖, 𝑗 = (𝑇𝑖 , 𝐴 𝑗 ). It can also be
characterized by representative natural and artificial elements, as
presented in Table 2. A group of cells sharing the same combined
type is defined as a "zone", a refined version of "region" that operates
as a cohesive unit with unified functionality and characteristics.

This step finalizes the generation by procedurally arranging
landscape models. The arrangement starts with the instantiation of
the zone borders, considering different cases for walls, bridges, and
roads. Then, we place models within zones as the content, following
specific "rules" and "patterns". In our context, a "rule" is represented
by the spatial relationship among different models or between
models and the zone, referring to spatial relationship explained
in [62]. A "pattern" emphasizes particular structures (e.g., arrayed,
random, clustering) for placing groups of models, similar to [32].
Rules are typically applied to artificial elements, whereas patterns
are primarily used for natural elements. We can combine these rules
and patterns for more complicated and appealing landscapes. See
Section A.8 of the supplementary material for more details.

The arrangements results are stored as files containing all neces-
sary information (the height map, textures, and model placement)
to construct the landscape scene. A Unity plug-in is developed to
parse these files and convert them into Unity-native scenes. Each
scene is automatically rendered with twenty-one images, compris-
ing an overview from a bird’s eye perspective, four large-scale views
covering all sides, and sixteen small-scale views from predefined
angles and locations. Examples of rendered results and viewpoints
are presented in Figure 6. Section B.1 of the supplementary material
shows more results and implementation details.

5 Experiments
5.1 Performance
5.1.1 Efficiency of the Framework. The grid size significantly influ-
ences the efficiency of our framework. Since the parameterization is
LLM-related and unstable, we focus on assessing the optimization
(Section 4.2) and refining (Section 4.3) sections. We conduct five
hundred trials using widths and lengths from {10, 15, 20, 30}, with
mean execution times in seconds displayed in Figure 7b. Larger
grids like 30× 30 require significant time, whereas lower-resolution
grids may compromise generation quality. Therefore, we recom-
mend a 20×20 grid, which takes about twenty seconds with parallel

(a) (b)

(c) (d)

Figure 6:We develop a Unity plug-in to automatically convert
the results to Unity scenes and render them. (a) A bird’s eye
view of the whole landscape. (b) A large-scale view from
one side of the landscape. (c) A small-scale view within the
landscape. (d) Sixteen viewpoints relative to the landscape.

computing. Using a 20×20 grid, we analyze the efficiency of various
framework components, illustrated in Figure 7a. The components
with genetic algorithms and the procedural arrangement consume
significant time due to the extensive iterations and computations.

5.1.2 Influence of the User Input. In this part, we investigate the
influence of user input on the results. First, we assess the LLM’s
ability to interpret user descriptions. We examine its accuracy in
determining the existence of a lake (i.e., 𝑃𝜖 (𝐿𝑎𝑘𝑒)) based on pos-
itive/neutral/negative descriptions (e.g., "The landscape has two
lakes", "The site is mostly covered by trees", and "The landscape
has no lakes"). Although the LLM may sometimes fail to accurately
comprehend when disturbed by additional information, implicit
references, or negative wording, the responses are generally accu-
rate. Section B.2 of the supplementary material has more details
on this case. For more complicated cases associated with many pa-
rameters, we find the LLM able to handle the preferences regarding
each parameter accurately. We also test ambiguous or even unre-
lated inputs (e.g., "An economical landscape"), where parameters
are mostly left as default. In general, we conclude that the LLM is
effective in input comprehension.
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(a)

(b) (c)

Figure 7: Some illustrative results from experiments. (a) Time
breakdown for framework components, with element ar-
rangement and the genetic algorithm consuming the ma-
jority of time. (b) Total execution time across various grid
sizes. (c) Maximum fitness values for the genetic algorithm
under different crossover and mutation rates. Optimal rates
(𝜂𝑐 = 0.9, 𝜂𝑚 = 0.7) are chosen as default hyperparameters.

(a) (b)

Figure 8: An example demonstrating the influence of the
user input. (a) The user specifies the presence of many lakes.
(b) The user specifies that no lakes should exist.

Then, we examine the generation process’s ability to adhere to
the parameter. For the case regarding the existence of lakes, we con-
duct one hundred trials and find that 98% of the resulting landscapes
have no lakes when specifying 𝑃𝜖 (𝐿𝑎𝑘𝑒) = 𝐹𝑎𝑙𝑠𝑒 . Conversely, all
landscapes contain at least one lake when 𝑃𝜖 (𝐿𝑎𝑘𝑒) is set to True or
left unspecified, due to the emphasis on lakes as essential elements
in the fitness function. Figure 8 illustrates examples of landscapes
with and without lakes. We also test cases for other landscape el-
ements and obtain similar results, which indicates our process’s
high reliability.

5.2 Ablation Study
5.2.1 Effectiveness of the Genetic Algorithm. In this part, we eval-
uate the proposed generic algorithm from several aspects. First,
we conduct tests with different crossover rates 𝜂𝑐 ∈ [0.4, 1] and
mutation rates 𝜂𝑚 ∈ [0.2, 0.8]. The maximum fitness value for eval-
uating the terrains (Section 4.2.3) is used as the metric. For each
combination of rates, we run the algorithm two hundred times
under identical configurations. Figure 7c presents the results. The
combination (𝜂𝑐 = 0.9, 𝜂𝑚 = 0.7) yields the highest fitness value,
indicating that the algorithm is most effective under these values.
These values are thereby chosen as the default hyperparameters.

Next, we examine the novel "evolution" operation by comparing
our algorithm with the baseline without this operation (i.e., evolu-
tion rate 𝜂𝑒 = 0). Using the same experimental settings, the mean
fitness value for the baseline yields 26.15, which is 22.5% lower than
the value of 33.73 achieved with the evolution operation. This re-
sult is anticipated as the evolution operation actively raises fitness
values. However, we observe that a high 𝜂𝑒 may excessively reduce
diversity due to extensive modifications. Thus, a default value of
𝜂𝑒 = 0.1 is selected to balance effectiveness and diversity. Finally,
we compare the proposed 2D-adapted algorithm with the classic
1D implementation. The classic approach achieves a mean fitness
value of 12.74, which is significantly outperformed by our method.
It demonstrates that the proposed genetic algorithm successfully
adapts to the 2D case and produces better results.

5.2.2 Effectiveness of the Optimization of Roads. In this part, we
compare the heuristic road generation approach in Section 4.2.4
with a baseline approach that connects corners with at most two
straight segments (in an ’L’ shape). Both methods are tested on
random terrains, entrances, and POIs to generate the primary roads
until all entrances and POIs are connected. The results demonstrate
that although our method produces slightly longer roads, it signifi-
cantly reduces the disruption to the region structure and results in
more balanced region areas. See Section B.4 of the supplementary
material for details.

5.3 User Study
5.3.1 Task Specification. This section elaborates on the user study
that evaluates our framework. We invite three experienced design-
ers to craft landscapes manually within Unity. All landscapes are
configured as 400× 300 meters (equivalent to a grid size of 20× 15),
with the same set of assets utilized for design. Ten landscape scenes
are obtained for comparison (Manual), each taking about two days
to complete. Furthermore, we design two baseline approaches modi-
fied from our framework. The first baseline (Random1) replaces the
optimization of attributes (Section 4.2.5) with a naive process that
assigns each cell a random attribute. The second one (Random2)
simplifies the procedural arrangement of elements (Section 4.3.2) by
organizing all elements in a randomized manner. These baselines
also serve as a supplement to the ablation study. One hundred land-
scapes are randomly generated for each baseline and our method
(Ours).

Six criteria with assigned weights, devised by professional land-
scape architects, are employed to facilitate a comprehensive evalu-
ation (Table 3). These criteria are explained in Section B.5 of the
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Table 3: The criteria for comprehensively evaluating the land-
scapes, weighted based on their importance.

Criterion Label Weight

Degree of Ecological Diversity D 25%
Adaptability Based on Local Conditions A 20%
Management of Spatial Sequences S 15%
Presentation of Visual Richness R 15%
Application of Landscaping Techniques T 15%
Minimization of Artificial Traces N 10%

supplementary material. Every participant evaluates twelve dis-
tinct landscapes, with three scenes randomly selected for each
approach. Twenty-one images are generated from viewpoints in
Figure 6 for every landscape. Using a 5-point Likert Scale, partic-
ipants score each criterion from 1 (lowest) to 5 (highest) for all
landscapes. Finally, participants are asked to select the best one
among all landscapes.

5.3.2 Result and Analysis. Thirty users participate in our study,
comprising thirteen males and seventeen females with an average
age of 𝜇 = 23.5 and standard deviation 𝜎 = 2.96. Nine of them
(30%) are familiar with landscape design. Ninety valid samples are
collected for each approach, and the weighted scores are computed
and presented in Figure 9a. The mean weighted score and stan-
dard deviations for the four approaches are 3.37(0.70), 3.39(0.69),
3.49(0.68), and 3.52(0.70), respectively. Though a one-way ANOVA
test indicates no significant difference among the four groups of
data (𝑝 = 0.376), Ours and Manual slightly outperform Random1
and Random2. It suggests that randomizing certain parts of our
framework produces inferior results. Figure 9b shows the frequency
of each approach being selected as the best. Despite our approach
not being as favored, it generates landscape scenes comparable to
the manually crafted ones and exhibits satisfying plausibility.

In Figure 9c, we analyze scores for each criterion. Landscapes
fromOurs andManual receive higher overall ratings. Manual scenes
demonstrate significant advantages in criteria T and N, attributed
to exquisite landscaping techniques and outstanding naturality.
However, they receive lower scores for D, primarily due to fewer
elements compared to the generated scenes, given the substantial
effort required for manual operations. Compared to the crafted land-
scapes, our results excel in diversity and richness but lack aesthetics
in other aspects. However, feedback reveals that some users fail to
notice that most scenes are generated or cannot distinguish them
from crafted ones, even after completing the study. Despite room
for improvement, the generated landscapes can already compete
with the manually designed ones in terms of quality.

6 Conclusion and Future Work
This paper introduces a framework leveraging the capabilities of
LLMs and PCG for controllable landscape generation. Following
a three-stage process, the framework can seamlessly convert any
textual input into a batch of aesthetic landscapes tailored to user
specifications. The performance analysis and ablation studies vali-
date the plausibility of the proposed approaches, and the user study

(a) (b)

(c)

Figure 9: In the user study, each criterion in Table 3 is rated
from 1 to 5. (a) The weighted sum of scores considering all cri-
teria. Landscapes by Ours and Manual receive better ratings.
(b) The breakdown for selecting the best scene, indicating
that the crafted scenes are the most favored. (c) Scores for
each criterion. Our results excel in diversity and visual rich-
ness, whereas the designed scenes stand out in other criteria,
especially techniques and naturality.

demonstrates that the generated landscapes stand on par with those
crafted by professional designers. The framework serves as a tool
that enables efficient and controllable landscape generation for or-
dinary users, potentially enhancing design productivity. However,
we still have the following limitations.

Firstly, the framework lacks dynamic effects and interactions
in temporal and spatial dimensions. In real world, landscapes are
vibrant components within a larger ecosystem. Landscapes are
subject to dynamic influences and experience seasonal changes.
Spatially, the landscape is intricately linked to its surroundings,
encompassing natural factors like sunlight and artificial elements
such as streets. We plan to contextualize the landscape within a
broader framework and incorporate more dynamic interactions.

Secondly, the currently generated results are not yet comparable
to well-designed real-world landscapes. For instance, the artificial
traces of a grid cannot be removed by smoothing. Additionally,
the limited rules, patterns, and element categories compromise
flexibility in landscape arrangement. Our future direction involves
introducing refined approaches and expanding the range of avail-
able assets to achieve more realistic results.

Finally, there remains room for enhancing controllability within
the current framework. As discussed in Section 5.1.2, the conversion
from user input to parameters occasionally suffers from inaccura-
cies. In the future, we will conduct more extensive experiments to
understand the parameterization and enhance control.

6401



Controllable Procedural Generation of Landscapes MM ’24, October 28-November 1, 2024, Melbourne, VIC, Australia

Acknowledgments
This work was supported by the National Key Research and De-
velopment Program of China (No. 2023YFF0905104), the National
Natural Science Foundation of China (No. 62132012, 62361146854)
and Tsinghua-Tencent Joint Laboratory for Internet Innovation
Technology.

Shao-Kui Zhang is funded by Shuimu Tsinghua Scholar Pro-
gram (No. 2023SM061), China Postdoctoral Science Foundation
(No. 2024M751696), Postdoctoral Fellowship Program of CPSF (No.
GZB20230353), Tsinghua University Student Research Training (No.
2421T0278, 2421T0277, 2411T0372, 2411T0371) and Young Elite
Scientists Sponsorship Program by BAST (No. BYESS2024242).

References
[1] Sébastien Bubeck, Varun Chandrasekaran, Ronen Eldan, Johannes Gehrke, Eric

Horvitz, Ece Kamar, Peter Lee, Yin Tat Lee, Yuanzhi Li, Scott Lundberg, et al. 2023.
Sparks of artificial general intelligence: Early experiments with gpt-4. arXiv
preprint arXiv:2303.12712 (2023).

[2] Efthymios Charalampidis and Ioannis Tsalikidis. 2015. A parametric landscape
design approach for urban green infrastructure development. In Proceedings of
the International Conference on Changing Cities II: Spatial, Design, Landscape &
Socio-economic Dimensions. 591–600.

[3] Mark Chen, Jerry Tworek, Heewoo Jun, Qiming Yuan, Henrique Ponde de Oliveira
Pinto, Jared Kaplan, Harri Edwards, Yuri Burda, Nicholas Joseph, Greg Brockman,
et al. 2021. Evaluating large language models trained on code. arXiv preprint
arXiv:2107.03374 (2021).

[4] Aleena Chia. 2022. The artist and the automaton in digital game production.
Convergence 28, 2 (2022), 389–412.

[5] Aakanksha Chowdhery, Sharan Narang, Jacob Devlin, Maarten Bosma, Gaurav
Mishra, Adam Roberts, Paul Barham, Hyung Won Chung, Charles Sutton, Se-
bastian Gehrmann, et al. 2023. Palm: Scaling language modeling with pathways.
Journal of Machine Learning Research 24, 240 (2023), 1–113.

[6] Emir Cogo, Ehlimana Krupalija, Irfan Prazina, Šeila Bećirović, Vensada Okanović,
Selma Rizvić, and Razija Turčinhodžić Mulahasanović. 2023. A Survey of Proce-
dural Modelling Methods for Layout Generation of Virtual Scenes. In Computer
Graphics Forum. Wiley Online Library, e14989.

[7] Guillaume Cordonnier, Eric Galin, James Gain, Bedrich Benes, Eric Guérin, Adrien
Peytavie, and Marie-Paule Cani. 2017. Authoring landscapes by combining
ecosystem and terrain erosion simulation. ACM Transactions on Graphics (TOG)
36, 4 (2017), 1–12.

[8] Guillaume Cordonnier, Guillaume Jouvet, Adrien Peytavie, Jean Braun, Marie-
Paule Cani, Bedrich Benes, Eric Galin, Eric Guérin, and James Gain. 2023. Forming
Terrains by Glacial Erosion. ACM Transactions on Graphics 42, 4 (2023).

[9] Jiri Danihelka, Lukas Kencl, and Jiri Zara. 2014. Stateless generation of distributed
virtual worlds. Computers & graphics 44 (2014), 33–44.

[10] Pierre Ecormier-Nocca, Guillaume Cordonnier, Philippe Carrez, Anne-Marie
Moigne, Pooran Memari, Bedrich Benes, and Marie-Paule Cani. 2021. Authoring
consistent landscapes with flora and fauna. ACM Transactions on Graphics (TOG)
40, 4 (2021), 1–13.

[11] Arnaud Emilien, Ulysse Vimont, Marie-Paule Cani, Pierre Poulin, and Bedrich
Benes. 2015. Worldbrush: interactive example-based synthesis of procedural
virtual worlds. ACM Trans. Graph. 34, 4 (2015), 106–1.

[12] Lanmeng Feng, Xiaoyan Mi, and Dachang Yuan. 2022. Optimal planning of urban
greening system in response to urban microenvironments in a high-density city
using genetic algorithm: A case study of Tianjin. Sustainable Cities and Society
87 (2022), 104244.

[13] Roland Fischer, Philipp Dittmann, René Weller, and Gabriel Zachmann. 2020. Au-
toBiomes: procedural generation of multi-biome landscapes. The Visual Computer
36 (2020), 2263–2272.

[14] Jonas Freiknecht and Wolfgang Effelsberg. 2017. A survey on the procedural
generation of virtual worlds. Multimodal Technologies and Interaction 1, 4 (2017),
27.

[15] James Gain, Harry Long, Guillaume Cordonnier, and M-P Cani. 2017. EcoBrush:
Interactive Control of Visually Consistent Large-Scale Ecosystems. In Computer
Graphics Forum, Vol. 36. Wiley Online Library, 63–73.

[16] Eric Galin, Adrien Peytavie, Nicolas Maréchal, and Eric Guérin. 2010. Procedural
generation of roads. In Computer Graphics Forum, Vol. 29. Wiley Online Library,
429–438.

[17] Tianhan Gao and Jiahui Zhu. 2022. A Survey of Procedural Content Generation of
Natural Objects in Games. In 2022 International Conference on Artificial Intelligence
in Information and Communication (ICAIIC). IEEE, 275–279.

[18] John E Harding and Paul Shepherd. 2017. Meta-parametric design. Design Studies
52 (2017), 73–95.

[19] Stefan Hartmann, Michael Weinmann, Raoul Wessel, and Reinhard Klein. 2017.
Streetgan: Towards road network synthesis with generative adversarial networks.
(2017).

[20] Mark Hendrikx, Sebastiaan Meijer, Joeri Van Der Velden, and Alexandru Iosup.
2013. Procedural content generation for games: A survey. ACM Transactions on
Multimedia Computing, Communications, and Applications (TOMM) 9, 1 (2013),
1–22.

[21] John H Holland. 1992. Genetic algorithms. Scientific american 267, 1 (1992),
66–73.

[22] Konrad Kapp, James Gain, Eric Guérin, Eric Galin, and Adrien Peytavie. 2020.
Data-driven authoring of large-scale ecosystems. ACM Transactions on Graphics
(TOG) 39, 6 (2020), 1–14.

[23] Lin Ziwen Kelvin and Anand Bhojan. 2020. Procedural generation of roads with
conditional generative adversarial networks. In ACM SIGGRAPH 2020 Posters.
1–2.

[24] Tiffany H Kung, Morgan Cheatham, Arielle Medenilla, Czarina Sillos, Lorie
De Leon, Camille Elepaño, Maria Madriaga, Rimel Aggabao, Giezel Diaz-Candido,
James Maningo, et al. 2023. Performance of ChatGPT on USMLE: Potential for
AI-assisted medical education using large language models. PLoS digital health 2,
2 (2023), e0000198.

[25] Dunzhen Liu. 1979. Classical Gardens of Suzhou. China Architecture & Building
Press.

[26] Hongxiu Liu, Jingjing Jiao, and Nuo Zhang. 2016. Research on nonlinear thinking
of landscape architecture design based on computer-aided parametric model.
International Journal of Multimedia and Ubiquitous Engineering 11, 8 (2016), 333–
344.

[27] Miłosz Makowski, Torsten Hädrich, Jan Scheffczyk, Dominik L Michels, Sören
Pirk, and Wojtek Pałubicki. 2019. Synthetic silviculture: multi-scale modeling of
plant ecosystems. ACM Transactions on Graphics (TOG) 38, 4 (2019), 1–14.

[28] Albert Mas, Ignacio Martin, and Gustavo Patow. 2020. Simulating the evolution
of ancient fortified cities. In Computer Graphics Forum, Vol. 39. Wiley Online
Library, 650–671.

[29] Fraser Morgan and David O’Sullivan. 2009. Using binary space partitioning to
generate urban spatial patterns. In 4th International Conference on Computers in
Urban Planning and Urban Management. 1–16.

[30] Ahmed Mustafa, Xiao Wei Zhang, Daniel G Aliaga, Martin Bruwier, Gen Nishida,
Benjamin Dewals, Sébastian Erpicum, Pierre Archambeau, Michel Pirotton, and
Jacques Teller. 2020. Procedural generation of flood-sensitive urban layouts.
Environment and Planning B: Urban Analytics and City Science 47, 5 (2020), 889–
911.

[31] Muhammad U Nasir and Julian Togelius. 2023. Practical PCG Through Large
Language Models. arXiv preprint arXiv:2305.18243 (2023).

[32] Till Niese, Sören Pirk, Matthias Albrecht, Bedrich Benes, and Oliver Deussen.
2022. Procedural urban forestry. ACM Transactions on Graphics (TOG) 41, 2
(2022), 1–18.

[33] OpenAI, Josh Achiam, Steven Adler, Sandhini Agarwal, et al. 2023. GPT-4 Tech-
nical Report. arXiv:2303.08774 [cs.CL]

[34] Takashi Owaki and Takashi Machida. 2020. RoadNetGAN: generating road
networks in planar graph representation. In Neural Information Processing: 27th
International Conference, ICONIP 2020, Bangkok, Thailand, November 18–22, 2020,
Proceedings, Part IV 27. Springer, 535–543.

[35] Wojciech Palubicki, Kipp Horel, Steven Longay, Adam Runions, Brendan Lane,
Radomír Měch, and Przemyslaw Prusinkiewicz. 2009. Self-organizing tree models
for image synthesis. ACM Transactions On Graphics (TOG) 28, 3 (2009), 1–10.

[36] Wojtek Pałubicki, MiłoszMakowski,Weronika Gajda, TorstenHädrich, Dominik L
Michels, and Sören Pirk. 2022. Ecoclimates: Climate-response modeling of vege-
tation. ACM Transactions on Graphics (TOG) 41, 4 (2022), 1–19.

[37] Thomas Panagopoulos, José Antonio González Duque, and Maria Bostenaru
Dan. 2016. Urban planning with respect to environmental quality and human
well-being. Environmental pollution 208 (2016), 137–144.

[38] Axel Paris, Eric Guérin, Pauline Collon, and Eric Galin. 2023. Authoring and
Simulating Meandering Rivers. ACM Transactions on Graphics (TOG) 42, 6 (2023),
1–14.

[39] Chi-Han Peng, Yong-Liang Yang, Fan Bao, Daniel Fink, Dong-Ming Yan, Peter
Wonka, and Niloy J Mitra. 2016. Computational network design from functional
specifications. ACM Transactions on Graphics (TOG) 35, 4 (2016), 1–12.

[40] Ignacio Pérez-Martínez, María Martínez-Rojas, and José M Soto-Hidalgo. 2020.
A preliminary approach to allocate categories of buildings into lands based
on generative design. In 2020 IEEE International Conference on Fuzzy Systems
(FUZZ-IEEE). IEEE, 1–6.

[41] Ken Perlin. 1985. An image synthesizer. ACM Siggraph Computer Graphics 19, 3
(1985), 287–296.

[42] Alec Radford, Karthik Narasimhan, Tim Salimans, and Ilya Sutskever. 2018. Im-
proving language understanding with unsupervised learning. (2018).

[43] Alexander Raistrick, Lahav Lipson, Zeyu Ma, Lingjie Mei, MingzheWang, Yiming
Zuo, Karhan Kayan, Hongyu Wen, Beining Han, Yihan Wang, et al. 2023. Infinite
PhotorealisticWorlds using Procedural Generation. In Proceedings of the IEEE/CVF

6402

https://arxiv.org/abs/2303.08774


MM ’24, October 28-November 1, 2024, Melbourne, VIC, Australia Jia-Hong Liu, Shao-Kui Zhang, Chuyue Zhang, and Song-Hai Zhang

Conference on Computer Vision and Pattern Recognition. 12630–12641.
[44] Hugo Schott, Axel Paris, Lucie Fournier, Eric Guérin, and Eric Galin. 2023. Large-

scale terrain authoring through interactive erosion simulation. ACM Transactions
on Graphics (2023).

[45] Tanya Short and Tarn Adams. 2017. Procedural generation in game design. CRC
Press.

[46] CTJ Slager and Bauke de Vries. 2013. Landscape generator: method to generate
landscape configurations for spatial plan-making. Computers, environment and
urban systems 39 (2013), 1–11.

[47] Asiiah Song and Jim Whitehead. 2019. TownSim: Agent-based city evolution
for naturalistic road network generation. In Proceedings of the 14th International
Conference on the Foundations of Digital Games. 1–9.

[48] Chunyi Sun, Junlin Han, Weijian Deng, Xinlong Wang, Zishan Qin, and Stephen
Gould. 2023. 3d-gpt: Procedural 3d modeling with large language models. arXiv
preprint arXiv:2310.12945 (2023).

[49] Ross Taylor, Marcin Kardas, Guillem Cucurull, Thomas Scialom, Anthony
Hartshorn, Elvis Saravia, Andrew Poulton, Viktor Kerkez, and Robert Sto-
jnic. 2022. Galactica: A large language model for science. arXiv preprint
arXiv:2211.09085 (2022).

[50] Aylwin Villanueva, Mike Ravella, Brandon Montell, Ting Zhang, and Hosuk
Chang. 2023. Procedural Techniques for Large, Dynamic Sets in Elemental. In
ACM SIGGRAPH 2023 Talks. 1–2.

[51] Liying Wang, Wei Hua, and Hujun Bao. 2008. Procedural modeling of urban zone
by optimization. Computer Animation and Virtual Worlds 19, 5 (2008), 569–578.

[52] Jason Wei, Maarten Bosma, Vincent Y Zhao, Kelvin Guu, Adams Wei Yu, Brian
Lester, Nan Du, Andrew M Dai, and Quoc V Le. 2021. Finetuned language models
are zero-shot learners. arXiv preprint arXiv:2109.01652 (2021).

[53] Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel, Barret Zoph, Sebastian
Borgeaud, Dani Yogatama, Maarten Bosma, Denny Zhou, Donald Metzler, et al.
2022. Emergent abilities of large language models. arXiv preprint arXiv:2206.07682
(2022).

[54] Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Fei Xia, Ed Chi,
Quoc V Le, Denny Zhou, et al. 2022. Chain-of-thought prompting elicits reasoning
in large language models. Advances in Neural Information Processing Systems 35
(2022), 24824–24837.

[55] Rohan Wickramasuriya, Laurie A Chisholm, Marji Puotinen, Nicholas Gill, and
Peter Klepeis. 2013. A method to dynamically subdivide parcels in land use
change models. International Journal of Geographical Information Science 27, 8
(2013), 1497–1513.

[56] Peter Wonka, Michael Wimmer, François Sillion, and William Ribarsky. 2003.
Instant architecture. ACM Transactions on Graphics (TOG) 22, 3 (2003), 669–677.

[57] Linning Xu, Yuanbo Xiangli, Anyi Rao, Nanxuan Zhao, Bo Dai, Ziwei Liu, and
Dahua Lin. 2021. BlockPlanner: city block generation with vectorized graph rep-
resentation. In Proceedings of the IEEE/CVF International Conference on Computer
Vision. 5077–5086.

[58] Lina Yan, Yile Chen, Liang Zheng, Yi Zhang, Xiao Liang, and Chun Zhu. 2023.
Intelligent Generation Method and Sustainable Application of Road Systems in
Urban Green Spaces: Taking Jiangnan Gardens as an Example. International
Journal of Environmental Research and Public Health 20, 4 (2023), 3158.

[59] Aiyuan Yang, Bin Xiao, Bingning Wang, Borong Zhang, Ce Bian, Chao Yin,
Chenxu Lv, Da Pan, Dian Wang, Dong Yan, et al. 2023. Baichuan 2: Open large-
scale language models. arXiv preprint arXiv:2309.10305 (2023).

[60] Hongxun Yang. 2022. A Treatise on the Garden of Jiangnan: A study on the Art of
Chinese Classical Garden. Springer Nature.

[61] Yong-Liang Yang, Jun Wang, Etienne Vouga, and Peter Wonka. 2013. Urban
pattern: Layout design by hierarchical domain splitting. ACM Transactions on
Graphics (TOG) 32, 6 (2013), 1–12.

[62] Song-Hai Zhang, Shao-Kui Zhang, Wei-Yu Xie, Cheng-Yang Luo, Yong-Liang
Yang, and Hongbo Fu. 2022. Fast 3D Indoor Scene Synthesis by Learning Spatial
Relation Priors of Objects. IEEE Transactions on Visualization and Computer
Graphics 28, 9 (2022), 3082–3092. https://doi.org/10.1109/TVCG.2021.3050143

[63] Shao-Kui Zhang, Yi-Xiao Li, Yu He, Yong-Liang Yang, and Song-Hai Zhang. 2021.
MageAdd: Real-Time Interaction Simulation for Scene Synthesis. In Proceedings
of the 29th ACM International Conference on Multimedia (Virtual Event, China)
(MM ’21). Association for Computing Machinery, New York, NY, USA, 965–973.
https://doi.org/10.1145/3474085.3475194

[64] Shao-Kui Zhang, Jia-Hong Liu, Yike Li, Tianyi Xiong, Ke-Xin Ren, Hongbo Fu,
and Song-Hai Zhang. 2023. Automatic Generation of Commercial Scenes. In
Proceedings of the 31st ACM International Conference on Multimedia (Ottawa ON,
Canada) (MM ’23). Association for Computing Machinery, New York, NY, USA,
1137–1147. https://doi.org/10.1145/3581783.3613456

[65] Shao-Kui Zhang, Hou Tam, Yike Li, Ke-Xin Ren, Hongbo Fu, and Song-Hai Zhang.
2024. SceneDirector: Interactive Scene Synthesis by Simultaneously Editing
Multiple Objects in Real-Time. IEEE Transactions on Visualization and Computer
Graphics 30, 8 (2024), 4558–4569. https://doi.org/10.1109/TVCG.2023.3268115

[66] Siyuan Zhu, Xinjie Wang, Ming Wang, Yucheng Wang, Zhiqiang Wei, Bo Yin,
and Xiaogang Jin. 2022. Example-based large-scale marine scene authoring using
Wang Cubes. Visual Informatics 6, 3 (2022), 23–34.

6403

https://doi.org/10.1109/TVCG.2021.3050143
https://doi.org/10.1145/3474085.3475194
https://doi.org/10.1145/3581783.3613456
https://doi.org/10.1109/TVCG.2023.3268115

	Abstract
	1 Introduction
	2 Related Works
	2.1 Procedural Generation of Outdoor Contents
	2.2 Large Language Models
	2.3 Landscape Generation

	3 Overview
	4 Method
	4.1 Parameterization from the Input Text
	4.2 Optimization of a Layout Plan
	4.3 Generation of Refined Features

	5 Experiments
	5.1 Performance
	5.2 Ablation Study
	5.3 User Study

	6 Conclusion and Future Work
	Acknowledgments
	References



