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Abstract
Content-aware image retargeting is a technique that can flexibly display images with different aspect ratios and
simultaneously preserve salient regions in images. Recently many image retargeting techniques have been pro-
posed. To compare image quality by different retargeting methods fast and reliably, an objective metric simulating
the human vision system (HVS) is presented in this paper. Different from traditional objective assessment methods
that work in bottom-up manner (i.e., assembling pixel-level features in a local-to-global way), in this paper we
propose to use a reverse order (top-down manner) that organizes image features from global to local viewpoints,
leading to a new objective assessment metric for retargeted images. A scale-space matching method is designed
to facilitate extraction of global geometric structures from retargeted images. By traversing the scale space from
coarse to fine levels, local pixel correspondence is also established. The objective assessment metric is then based
on both global geometric structures and local pixel correspondence. To evaluate color images, CIE L∗a∗b∗ color
space is utilized. Experimental results are obtained to measure the performance of objective assessments with
the proposed metric. The results show good consistency between the proposed objective metric and subjective
assessment by human observers.

Categories and Subject Descriptors (according to ACM CCS): I.3.0 [Computing Methodologies]: Computer
Graphics—General I.4.10 [Computing Methodologies]: Image Processing And Computer Vision—Image Rep-
resentation

1. Introduction

Image retargeting is a technique that adjusts input images
into arbitrary sizes and simultaneously preserves the salient
regions of the input images. The basic idea of image retar-
geting is to find an importance map of an input image, and
expand (or shrink) the image using less important regions
in the image, so that observers perceive few changes in the
retargeted image.

Recently many retargeting techniques were proposed, in-
cluding 1D [AS07] and 2D [ZCHM09] distortion diffusion
methods, homogeneous [WTSL08] and non-homogeneous
grid transformation methods [WGCO07], graph labeling
method [PKVP09], patch match method [BSFG09] and
optimal multi-operator combination method [RSA09], etc.
Given these retargeting techniques, an evaluation metric to
judge their qualities is useful for a wide range of retargeting
applications. Ideally assessment by human beings with nor-
mal color vision is suitable for this task. However, subjec-
tive assessments such as mean opinion scores (MOSs) metric
is time-consuming and expensive. An objective assessment

providing computational models to measure the perceptual
quality of images is therefore much desired.

Objective image assessment has been extensively studied
[PS00,WB06]. Notably three categories exist: full reference
(FR), reduced reference (RR) and no reference (NR). As-
suming that original images have perfect quality, FR meth-
ods require full access to original images as references. RR
methods only require partial information of original images
for quality assessment. NR methods evaluate distorted im-
ages in a blind manner which is an extremely difficult task.
Usually application-domain-knowledge (e.g., JPEG com-
pression) must be provided for NR assessments. For both
FR and RR methods, original images and distorted images
are usually required to have the same size, and thus are not
suitable for image retargeting assessment. If an NR method
is applied to image retargeting, the information of original
images is completely discarded and then the assessment may
not be accurate as it could be. So a new objective assessment
method for image retargeting should be developed.

In this paper, an objective quality assessment method for
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Figure 1: An original image of size 512 × 512 is retar-
geted to the size of 420 × 720 using the methods: CM
[ZCHM09], FAT [GSCO06], SC [AS07], CDR [WGCO07],
DST [ZHM08], PM [BSFG09] and SM [PKVP09].

image retargeting is proposed. The method is based on a
global topological property and image scale space is used
to extract this global structure in an efficient way. The ex-
tension to color images is also discussed. Experimental re-
sults show that the objective quality values closely match the
subjective scores evaluated by observers, indicating that our
proposed objective metrics are congruent with human per-
ception mechanism.

2. Related work

2.1. Image retargeting

To fit arbitrary image sizes of different aspect ratios, the
image retargeting techniques reduce/expand images by au-
tomatically removing/adding less-important image portions
while keeping important features intact. This property is use-
ful to create images of different sizes, adapted for state-of-
the-art display devices (mobile, PDA and TV, etc.) that usu-
ally have widely differing resolutions.

Many image retargeting techniques have been proposed
[AS07, BSFG09, KLHG09, PKVP09, RSA09, WGCO07,
WTSL08, ZCHM09]. These works are different in two as-
pects: (1) how to define an image importance map; (2)
how to propagate the distortion from less-important regions
of retargeted images with low perceptual error. The seam
carving algorithm [AS07] performed horizontal and verti-
cal retargeting separately and thus the distortion propaga-
tion is non-homogeneous. The scale-and-stretch warping al-
gorithm [WTSL08] used a quad-mesh to characterize the
overall image structure and for retargeting, important quads
are constrained to scale homogeneously. By minimizing the

bending energy of grid lines, this warping algorithm dis-
tributed distortion in all directions. A similar algorithm us-
ing sparse linear system solver was proposed in [WGCO07].
An elegant conformal distortion energy was introduced in
[ZCHM09] to diffuse distortion in all directions and preserve
well important edges in the image. By observing that no sin-
gle retargeting operator outperforms others in all the cases, a
novel algorithm finding an optimal combination of different
operators is proposed in [RSA09]. Figure 1 illustrates seven
different retargeting methods.

The importance map plays a crucial role in image retar-
geting. Low level vision techniques have been used to de-
fine the importance map. Five energy functions, including
L1 and L2-norm of the gradient, combined corner and edge
detectors, neuron-response-like saliency measure [IKN04],
and eye gaze measurement, are used in [AS07] for assigning
different weights to image pixels. Face and motion detec-
tors are also used to auxiliarily define the importance map
in [WGCO07]. In PatchMatch system [BSFG09], users can
interactively specify constraints in the retargeting process.
With these different importance maps, the above retarget-
ing methods give rise to a wide variety of retargeting distor-
tions. An objective quality assessment for image retargeting
is therefore useful to predict perceived image quality.

2.2. Image quality assessment

Image quality assessment is a fundamental issue in both
computer and human vision [Gre98]. An obvious and ac-
curate way is the subjective assessment based on the hu-
man perception. A widely used subjective assessment com-
putes mean opinion scores (MOSs) from the human rat-
ings [Esk01,ITU02]. But this method is time-consuming and
not suitable for practical use. Objective assessments by com-
puter programs whose evaluations are in close agreement
with human judgement have been extensively studied in the
past.

Early work about objective assessments characterized the
similarity of two images of same size using peak signal-
to-noise ratio (PSNR) and mean squared errors (MSE)
[Mar86]. Although PSNR and MSE are simple to cal-
culate, it is well known that they are not well matched
to perceived visual quality [Gir93, EF95]. Later the error-
sensitivity-based metrics were comprehensively extended by
considering more characteristics of human vision system
(HVS), such as decomposing signals in subband channels
[Bra99, SFAH97], contrast sensitivity function (CSF) mask-
ing [CR90], just noticable difference (JND) threshold and
normalization [WS97] and choosing an appropriate color
space for HVS [PW93]. A fundamental different framework
[WBSS04], called SSIM, was proposed based on the as-
sumption that HVS is highly adapted for extracting statistic
structural information. Experimental results show that SSIM
is one of most successful metrics for image quality assess-
ment (IQA).
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If full information in original images is needed for IQA, it
is referred to as FR-IQA. RR-IQA and NR-IQA require par-
tial and none information in original images, respectively.
Currently most FR-IQA methods studies distorted images
that have the same size of original images. So they are
not suitable for retargeted image assessment. In our study,
the retargeted images to be evaluated range from natural
scenes to artificial objects such as buildings and cartoons.
Since state-of-the-art RR-IQA and NR-IQA mainly utilizes
strong hypotheses such as JPEG compression degradation
[MDWE04,WSB02], natural image statistics [LW09,SO01]
or image multiscale geometric information [GLTL09], a
simple extension of RR-IQA is not feasible to meet our task.
In this paper we propose a new IQA that utilizes the full in-
formation in original images to evaluate the perceived qual-
ity of retargeted images.

3. Basic framework

The original and distorted images studied in previous IQA
methods usually have the same size, e.g., in the applica-
tions of image compression, network communication, print-
ing, displaying and restoration, etc. Given two images of the
same size, there is a natural one-to-one correspondence that
map one pixel in an image to the pixel at the same position
in another image. In this case, most existing IQA methods
start from low level vision that works with extraction of cer-
tain physical properties at the pixel level [Mar82]. Then the
perceptual process is mimicked by assembling pixel-level
features in a local-to-global manner [Bie87]. We regard this
class of methods as working in a bottom-up manner, i.e.,
the image features are detected and organized from local to
global viewpoints.

We argue that the bottom-up manner is not suitable for
image retargeting quality assessment, since retargeted im-
ages have quite different aspect ratios and humans usually
observe global structure changes before comparing subtle
changes pixel by pixel. In this paper we propose to use a
reverse order (top-down manner) that organizes image fea-
tures from global to local viewpoints, leading to a new im-
age retargeting IQA method. Experimental results show that
our IQA method performs well for image retargeting qual-
ity assessment. The success of our top-down-manner IQA
method is consistent with the postulate [Che82] in cognitive
science that the human visual system is sensitive to global
topological properties and extraction of global topological
properties is a basic factor in perceptual organization.

3.1. A practical algorithm

At an abstract level, the proposed method can be outlined in
two steps. First, a correspondence between the global geo-
metric structures of two images is established, which char-
acterizes the global topological properties in original and re-
targeted images. Let the global geometric structure of an im-
age be depicted by an adjacent graph G(V,E): each node

in V corresponds to a salient region and there is an edge in
E if its two nodes are sufficiently close. Given two images
of different sizes or even different aspect ratios, the global
topological property of two adjacent graphs G1,G2 is given
by finding maximal subgraphs in G1,G2 that is isomorphic.
Secondly, given the pixel correspondence in two images (or
node mapping between G1 and G2), we compute the simi-
larity between local windows of corresponding pixels in two
images. Let the global topological similarity of two graphs
G1,G2 be Sglobal and the sum of the similarity of local win-
dow correspondence be Slocal . The perceived quality of re-
targeted images is measured by a weighted combination of
Sglobal and Slocal .

To establish graphs G1,G2 and their correspondences for
the two images, we utilize scale-space theory [Lin94] that
is a basic tool to analyze the global geometric structure in
an image. Given a hierarchical view of an image scene, to
find the topological properties in G1,G2 by establishing the
graph correspondence, we need a robust and stable opera-
tor that extracts distinct invariant features from images and
performs reliable mapping between feature points. There
is a considerable body of previous work on local invari-
ant feature detection in scale space [TM08], in which we
use the scale invariant feature transform (SIFT) [Low04],
since it achieves the state-of-the-art performance. For sim-
ilarity measure between local windows of pixels in two im-
ages, we implement one perceptual error measure [WLB95]
and two matrix-based error measures [WBSS04, SGE06].
In our experiments all the three measures have the similar
performance and we choose the structure similarity (SSIM)
[WBSS04] in our approach, since it performs consistently
well with the human perception of quality in a variety of
measures and is simple for programming.

3.2. Algorithmic details

Our proposed method is based on the scale invariant fea-
ture transform (SIFT) [Low04]. Given an original im-
age Iori and a retargeted image Iret , two scale spaces
SP(Iori) = {I0

ori, I
1
ori, · · · , In

ori}, SP(Iret) = {I0
ret , I

1
ret , · · · , In

ret}
of Iori and Iret are constructed, respectively, with the
same Gaussian convolution kernel. The scale space
SP(I) is then converted to a difference-of-Gaussian space
DoG(I) = {D0 = I,Di(x,y,σ) = (G(x,y,kσ)−G(x,y,σ)) ∗
Ii−1(x,y), i = 1, · · · ,n}. The parameter k will be specified in
Section 3.4. Distinctive invariant feature points (DIFPs) are
detected in both SP(Iori) and SP(Iret) using the local extrema
detection method in [Low04]. The attributes of each DIFP
include location, scale and orientation. If a DIFP is detected
at scale i, its counterparts are recorded in images at all scales
0,1, · · · , i.

The principle of the practical top-down matching method
is as follows. Assume that a correspondence from pixels of
Di+1

ori to pixels of Di+1
ret has been established. The correspon-

dence at scale i is established in both intra- and inter-scale
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manners. First, if DIFPs exist in both Di
ori and Di

ret , each
DIFP pair (pDIFP,qDIFP), pDIFP ∈ Di

ori and qDIFP ∈ Di
ret ,

is matched and evaluated using the local image descriptor
(LID) in [Low04]. This offers the intra-scale constraints.
The inter-scale constraints are achieved by propagating pixel
pair matching from coarse scale (Di+1

ori ,Di+1
ret ) to fine scale

(Di
ori,D

i
ret) in the following way.

Given a matched pair (pi+1,qi+1) at level i+1, it offers a
constraint that defines two 5×5 local windows wi

p and wi
q in

Di
ori and Di

ret , respectively. All pixels in wi
p are matched to

all pixels in wi
q using the SSIM metric and form a small local

bipartite graph Gi
pq. The restriction of pixel correspondence

in a local window inherited from a coarser scale correspon-
dence implicitly imposes an overall geometric structure in a
hierarchical manner. All the intra- and inter-scale constraints
contribute to a large, sparse bipartite graph Gi between Di

ori
and Di

ret . The edges in Gi are further pruned using a scale-
dependent threshold T i of matching cost. The value of T i is
specified in Section 3.4. Note that in this process the DIFPs
and ordinary pixels have different characteristics and thus
two different metrics, LID [Low04] and SSIM [WBSS04],
are used to match them respectively. To equalize the con-
tributions of LID and SSIM measures, both LID and SSIM
matching costs are normalized to [0,1].

To start up the above process, at the coarsest scale, the
intra-scale constraints are first established. In more detail,
two images Dn

ori and Dn
ret are matched using the SSIM met-

ric for each pixel pair (p,q), p ∈ Dn
ori and q ∈ Dn

ret . Given
the dense bipartite graph Gn, a correspondence between pix-
els of Dn

ori and Dn
ret is established by finding a maximum

cardinality matching in Gn with the Hungarian method that
maximizes the total value of matching cost.

At the end of the hierarchical constraint-matching propa-
gation process, a many-to-many mapping between pixels in
I0
ori and I0

ret is established at the finest scale 0. This map-
ping can again be interpreted as a bipartite graph Ggeo_struct
that serves as the correspondence of two geometric struc-
tures in I0

ori and I0
ret . The similarity of two images I0

ori and
I0
ret is defined as the similarity of two geometric structures

measured as a weighted summation of edge-matching costs
in Ggeo_struct . A simplified, non-weighted similarity metric
is given by:

Sim(I0
ori, I

0
ret) =

#ver
pn(I0

ori)+pn(I0
ret )

· 1
#edge

·∑#edge
i=1 SSIM(v0(ei),v1(ei))

(1)

where pn(I) is the number of pixels in image I, ei ∈
Ggeo_struct , #ver and #edge is the number of vertices and
edges in Ggeo_struct respectively, v0(ei),v1(ei) are two ver-
tices of ei, and SSIM( · ) is the SSIM metric in [WBSS04]
using a local 8×8 square window. The more similar I0

ori and
I0
ret are, the more correspondences between pixels of I0

ori and
I0
ret and the weight #ver

pn(I0
ori)+pn(I0

ret )
is closer to 1. The value of

Sim( · ) ranges between [0,1]. Given two identical images,
their similarity is maximized to be 1.

One hypothesis on the human vision system is that its
intermediate or high level process seems to selectively fo-
cus on salient regions [KU95, NK98]. Not all pixels in im-
ages have the same saliency. We use the saliency-based vi-
sual attention model in [IKN04] to compute the saliency of
two images I0

ori and I0
ret . For each pixel in salient regions,

if there is no corresponding pixels in the other image, we
link it to a dummy vertex dv of that image in Ggeo_struct and
set SSIM(·,dv) = 0. This gives rise to a modified, saliency-
based graph SGgeo_struct . For each edge in SGgeo_struct , if
one of its vertices is in a salient map, its weight is set to be

ws =
pn(I0

ori)+ pn(I0
ret)+C

pn(Isalience
ori )+ pn(Isalience

ret )+C

where Isalience
ori and Isalience

ret are the salient regions in I0
ori and

I0
ret , respectively, and C is a small constant that prevents de-

nominator very close to zero. The image size we handled
in experiments is in the magnitude of 105, and we use the
scale 10−4 of the image size, i.e., C = 10, in the experi-
ments in this paper. If the area of salience regions is small,
the weight ws is large. If all pixels in images are salient, the
weight is minimized to be one. For the remainding edges in
SGgeo_struct , the weight is set to be one. The saliency-based
similarity metric is given by:

SalSim(I0
ori, I

0
ret) =

#ver
pn(I0

ori)+pn(I0
ret )

· 1

∑
#edges
i=1 wi

·∑#edge
i=1 wi ·SSIM(v0(ei),v1(ei))

(2)
where wi is the weight of edges in SGgeo_struct .

3.3. Color space transformation

For color images, most traditional IQA methods use a com-
mon approach that separates the luminance component from
the color information and uses the luminance channel only
[WB06]. Despite its simplicity, this approach only takes par-
tial information of a color image into account. Color has
been shown to play an important role in the visual process
[TWW01]. Neurophysiological experiments have revealed
that color is a useful cue for scene organization and under-
standing [GR00]. In our application scenario, a color space
whose metric has uniform visual perception is desired. We
use the CIE L∗a∗b∗ space based on opponent-color coor-
dinates, which is computed via simple formulas from CIE
XYZ but is more perceptually uniform than several well-
known color spaces such as RGB, HSV and CIE XYZ.

Given the saliency-based similarity metric (2) for gray-
level images, we use the following color metric for retarget-
ing evaluation:

ColSim(C0
ori,C

0
ret) = wLSalSim(L∗0

ori,L
∗0
ret)+

waSalSim(a∗0
ori,a

∗0
ret)+wbSalSim(b∗0

ori,b
∗0
ret)

(3)

In all experiments in this paper, we use wL = wa = wb = 1/3.
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Figure 2: Image retargeting and pixel correspondence. Top
row: image retargeting using seam carving method [AS07].
Middle row: exact pixel correspondence between original
(392 × 320) and retargeted (196 × 320) images. Bottom
row: pixel correspondence output from the proposed scale
space method. Only 0.1% correspondence is presented.

3.4. Parameter settings

To establish pixel correspondence, two scale spaces are built
up in the algorithm proposed in Section 3.2, for original
and retargeted images, respectively. Lowe [Low04] shows
that the value of multiplicative factor k in kernel G(x,y,kσ)
is insensitive on the stability of local extrema detection.
In our algorithm, we use k =

√
2, since by the property

G(x,y,
√

m2 +n2) = G(x,y,m) ⊗ G(x,y,n), we can use a
fixed kernel m = n = 1 to iteratively smooth the blurred im-
ages.

We denote the size of the original image by a×b and the
size of retargeted image by c× d. We denote the minimum
number among a,b,c,d being m. We set the octave number
s in both scale spaces by satisfying b m

2s c ≤ w, where w is
the minimum width or height at the top level of scale spaces.
The larger w is, the more pixel correspondence relies on the
maximum cardinality matching. The smaller w is, the more

Figure 3: The correction ratio r(w) using the seam carving
method. The results are averaged on 100 retargeting tests
selected from the classes of natural scenes, man-made build-
ings, people and cartoons, respectively.

pixel correspondence relies on the scale space transforma-
tion.

The experimental determination of an optimal value w is
presented below. If we know the exact algorithm for retar-
geting, we can determine pixel correspondence exactly. Let
EPC be the exact pixel correspondence between original im-
age and retargeting image, we can compute the correction
ratio of pixel correspondence PC(w) output from our scale-
space method using value w. The correction ratio r(w) is
defined as:

r(w) =
#correct_PC(w)

#EPC
· #correct_PC(w)

#PC(w)
·100%

where #correct_PC(w) is the number of correct correspon-
dence in PC(w), #(EPC) is the total number of the ex-
act pixel correspondence in EPC, and #PC(w) is the total
number of correspondence in PC(w). Since #correct_PC ≤
min{#EPC,#PC}, r(w) ranged between [0,1]. In the ideal
case #correct_PC = #EPC = #PC, r(w) = 100%.

The results of correction ratio r(w) for different w using
the seam carving method are shown in Figure 3 and other
retargeting methods [AS07, WGCO07, WTSL08, ZCHM09]
exhibit similar pattern as in Figure 3. The results are ob-
tained by average on a collection of 40 real images which
are selected from classes of natural scenes, man-made build-
ings, people and cartoons. All the testing original images
have size of 512× 512, and retargeting images have sizes
that are uniformly randomly sampled (URS) in [256,1024]×
[256,1024]. Each class has 10 original images and each
image is retargeted 10 times by URS. Totally 100 results
are averaged for each class. From the results, we conclude
that the correction ratio of pixel correspondence is not se-
riously dependent on the value w. For the value of w rang-
ing from 8 to 128, the correction ratios r(w) in the classes
of natural scenes, buildings, people and cartoons, ranged
in [70.8,75.8], [50.0,52.4], [48.8,51.2] and [59.8,65.6], re-
spectively. Based on the results, we choose the optimal value
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of w being 16, since it achieves a good balance between
time and space (in terms of octave number) complexities.
Although detailed retargeting algorithms can provide exact
pixel correspondence, our scale-space matching method is
developed for blind assessment of retargeted images without
knowing how to retarget.

Another parameter needed to be specified in the algo-
rithm is the scale-dependent threshold T i that is used to
prune the edges in Gi. Generally the larger the scale is,
a smaller threshold should be used, so that more geomet-
ric structures can be preserved. At scale i, T i is defined
as α

n−i ·Median(Gi), where Median(Gi) is the median of
matching costs in all edges in Gi. In all our experiments, we
use α = 1.15.

4. Experiments

We conducted four experiments to examine the validity of
the proposed metric (3) for objective assessment, using the
MOS subjective assessments as the baseline. In Experiment
1, ten retargeted images were obtained from each of twelve
original images, using the seam carving method [AS07].
Each retargeted image was evaluated against its original im-
age. The purpose of Experiment 1 was to test whether the
proposed metric was consistent with the subjective assess-
ment.

Experiment 2 has the same procedure as Experiment 1,
but with different performance of the proposed objective as-
sessment algorithm. The purpose of Experiment 2 was to ex-
amine the necessity and sensibility of different components
in the proposed algorithm.

In Experiment 3, twenty original images were selected
from four types: natural scenes, buildings, people and car-
toons. Each original image was retargeted to five images
of the same size using seven different retargeting methods
[AS07, BSFG09, GSCO06, PKVP09, WGCO07, ZCHM09,
ZHM08]. Observers were required to select the best retar-
geted image for each original image and their voting results
were compared to the ranking computed by the proposed ob-
jective metric. Experiment 3 was designed to test whether
the proposed objective metric was sensitive to different re-
targeting methods.

Experiment 4 has a similar procedure as in Experiment
3, but using a larger set of benchmark images [RGSS10]
in which the subjective data is collected from 210 partic-
ipants. Six objective metrics [KY01, LYT∗08, MOVY01,
PW09, RSA09, SCSI08] are also compared to the objective
metric (3) in Experiment 4. The purpose of Experiment 4 is
to validate the objective metric (3) over a large sample size,
such that chance variation will be ruled out and more confi-
dence can be achieved in the statistical results.

4.1. Experiment 1

Participant. In this experiment, twelve paid university stu-
dents (5 females and 7 males) with normal or corrected-to-
normal visual acuity and normal color vision participated in
the study. They were all novel to the test.

Apparatus and stimuli. The experiments were run on a
Pentium-IV PC with a 17-inch monitor at a 1280×1024 res-
olution. The experiment generator E-Prime 1.2 [SEZ02] was
used to control the stimuli presentation. The luminance was
constant and moderate in the testing laboratory. Participants
sat approximately 60cm from the screen. The identical ap-
paratus were used in all experimental tests.

In this experiment, participants provided their rating
scores according to the interval scales of "excellent", "good",
"fair", "poor" and "bad", which is a variant of the ITU-R five-
point quality scale [ITU02]. The rating scores for the five in-
tervals of the scale were 1-5 (bad), 6-10 (poor), 11-15 (fair),
16-20 (good), and 21-25 (excellent).

From each of the 12 original images, 10 different retar-
geted images were obtained and totally 120 retargeted im-
ages were used. To prevent the impact of complicated re-
targeting methods, we used a simple implementation of the
seam carving algorithm [AS07] to obtain the 120 retargeted
images. In fact, in Experiment 3 presented below, it is shown
that the objective quality metric itself is insensitive to differ-
ent retargeting methods.

Procedure. This experiment consisted of a learning stage
and a test stage. In the learning stage, a sequence of 11 im-
ages were presented on the center of the screen. Participants
were told that the sequence began with the original image,
followed by its retargeted images, and the loss of quality and
information of the image increased gradually one by one.
Each image stayed on the screen for 3 seconds.

In the test stage, a pair of images at full size is simulta-
neously displayed side by side against a completely black
background on the screen, subtending 33.8o × 13.5o visual
angle at the view distance of 60cm. The left image of the
pair was always the original image, while the right one was
always a retargeted image of the left. The image pairs were
displayed in random order. For each pair of images, partic-
ipants were instructed to rate how well the right image had
kept the fidelity compared to the left original image, and then
write down their ratings on score sheets. Participants rated
each retargeted image only once. All participants completed
120 trials in this experiment.

Results. The raw scores were first normalized by the mean
and variance of scores for each participant. Then the score
was converted into Z-scores [SEZ02] and the entire data set
was rescaled to fill the range from 1 to 100. Mean opinion
scores (MOSs) were then computed for each image, after
removing outliers by the interval method in [ITU02]. Higher
MOSs corresponded to higher image quality.
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Figure 4: The fitted curve using logistic function.

To measure the performance of objective quality assess-
ment models, the evaluation method proposed by video qual-
ity experts group [VQE00] is applied. A nonlinear mapping
between the objective(X)/subjective(Y) scores is used with a
logistic function:

Y =
β1−β2

1+ e
−

(
X−β3
|β4|

) +β2

where the initial estimates of parameters are:

β1 = max(Y ), β2 = min(Y ),β3 = mean(X),β4 = 1

An iterative process is evoked to find optimal β1,β2,β3,β4
using the SPSS software. With the nonlinear mapping, the
fitting curve is shown in Figure 4 and four evaluation metrics
were used. Metric A is the correlation coefficient between
objective/subjective scores after variance-weighted regres-
sion analysis. Metric B is the correlation coefficient between
objective/subjective scores after nonlinear regression analy-
sis. Metric C is the Spearman rank-order correlation coeffi-
cient between the objective/subjective scores. Metric D is the
outlier ratio of the predictions after the nonlinear mapping.
The evaluation results are given in Table 1 (under Condition
I), which demonstrates the consistency between subjective
and objective measurements.

Discussion. In Experiment 1, Spearman rank-order corre-
lation coefficient (r = 0.868) indicates that there is a high
similarity between MOSs and ranking scores of the objec-
tive assessment, which means objective computed qualities
of images, assessed by the metric (3) proposed in Section 3,
are consistent with human subjective visual perception. The
correlation coefficient of variance-weighted regression anal-
ysis (r = 0.898) and the correlation coefficient of nonlinear
regression (r = 0.868) together provide the evidence that ob-
jective assessment scores can be used to predict the quality
of retargeted images perceived by the human visual system

Con- Correlation coefficients (Outlier)
dition Metric A Metric B Metric C Metric D

I 0.898 0.868 0.868 0.008
II 0.635 0.518 0.515 0.108
III 0.795 0.715 0.713 0.042
IV 0.401 0.367 0.293 0.116
V 0.829 0.752 0.748 0.058

Table 1: Four evaluation metrics reveal the consistency be-
tween subjective and objective measurements, with different
conditions in the proposed algorithm.

with high accuracy. Likewise, the outlier ratio (p = 0.008)
indicates accurate prediction of objective assessment proved
by regression analysis is consistent for any given retargeted
image processed by the seam carving algorithm.

4.2. Experiment 2

Experiment 2 has the same apparatus and procedure as Ex-
periment 1, but with new sets of participants. In the objective
assessment algorithm proposed in Section 3, we refer to the
full set of components below

I. SIFT-based matching, saliency-based filtering, SSIM-
based local assessment and utilization of CIE L∗a∗b∗

color space

as the Condition I, which is measured in Experiment 1. For
each new set of participants, the stimuli are obtained from
an identical set of original images as in Experiment 1, by
applying the proposed algorithm with one of the following
conditions:

II. Match two images by maximizing the sum of SSIM local
measures, the other conditions being the same as in I.

III. Ignore the saliency-based filtering, the other conditions
being the same as in I.

IV. Use MSE (instead of SSIM) local assessment, the other
conditions being the same as in I.

V. Convert color images into gray images, the other condi-
tions being the same as in I.

The evaluation results are summarized in Table 1.

Discussion. The proposed assessment algorithm makes
use of all the components in the full condition I. As demon-
strated by evaluation results, the algorithm relies heavily on
the correct matching and saliency-based filtering. If we use
the strategy of maximizing the sum of SSIM local measures
to replace the SIFT-based matching, all the correlation coef-
ficients are low (r between [0.50,0.65]) and the outlier ratio
is increased (p = 0.108). The same conclusion is held if we
simply ignore the saliency-based filtering: the correlation co-
efficients are also lower (in [0.71,0.80]) and the outlier ratio
is larger (p = 0.042) than those with full condition I. The
other components (SSIM-based local assessment and CIE
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Figure 5: Match of the best retargeted images chosen by the
participants and ranked by the objective quality metric (3).

L∗a∗b∗ color space) also have significant influence on ob-
jective assessment. The results show that using the full con-
dition I achieves the best performance of retargeted image
assessment.

4.3. Experiment 3

Participant. In this experiment, sixteen paid university stu-
dents (7 females and 9 males) with normal or corrected-to-
normal visual acuity and normal color vision participated in
the study. They were all novel to the test.

Apparatus and stimuli. In this experiment, the experimen-
tal condition was the same as with Experiment 1, but the
test images were different. From each of 20 original im-
ages, seven retargeted images were obtained using the seven
different retargeting methods [AS07, BSFG09, GSCO06,
PKVP09,WGCO07,ZCHM09,ZHM08]. The 20 original im-
ages were selected from four types according to their con-
tents: natural scenes, buildings, people and cartoons:

• Natural scenes. They are well known to be statically re-
dundant [SO01]: among all the visual cues, human sub-
jects can only see a small fraction.

• Man-made buildings and roads. The contents of these im-
ages consist of different line segments, either intersected
or parallel in a perspective view. The image contents also
frequently show repeated patterns such as windows and
balconies. Since human vision is sensitive to the abrupt
changes in line segments and perspective relations be-
tween line segments [Bie87], building and road images
can be good test stimuli.

• People. Human vision system has been proved to be sen-
sitive to human faces, human bodies and human related
characteristics [DBRC04]: For example, when human at-
tention resources have been already occupied by a stimu-
lus, compared to other task-irrelevant stimuli, the stimuli
relating to human character will automatically snatch the

attention resource from previous stimuli, and then jump
into consciousness.

• Cartoons. They are quite different from the above three
types of images. The cartoon contents show a strong non-
photorealistic (NPR) fashion (see Figure 2 for an exam-
ple). We use the cartoon images as the last class to test
human vision sensitivity on man-made, NPR artistic fig-
ures.

Procedure. In this experiment, for each trial a sequence
of 8 images was presented at the center of the screen. The
first image was an original image. Participants were asked
to choose the image of the best quality from the seven re-
targeted images following the original image. The image
selected most frequently was considered as the best retar-
geted image from the original one. The participants could
go back and forth to see any of the images in the sequence
until he/she made a choice.

Results. The experimental results are shown in Figure 5,
the best retargeted images chosen by the participants were
consistent with the results ranked by the proposed objective
quality metric. To be specific, in 20 sets of images, 14 best
retargeted images selected from subjective and objective as-
sessments were the same. In the six inconsistent cases, the
retargeted images were so similar to each other that the par-
ticipants had difficulty to decide which was the best. There-
fore, their selections might be at random. In fact, in subjec-
tive assessment these images win as the best only had one or
two more votes than the other images. Similarly in the ob-
jective assessment, the scores also showed minor differences
between images, and the order exhibits certain randomness.

Discussion. The high match rate 70% (14 over 20) re-
veals that the objective assessment with the proposed ob-
jective quality metric (3) captures human perception well
and is insensitive to different retargeting methods. Also ob-
served from Figure 5, there does not exist a single retarget-
ing method which achieves the best quality among all five
methods. Given this diversity, the proposed objective quality
metric (3) still matches human perception well.

4.4. Experiment 4

In this experiment, a public avaliable† benchmark of retar-
geting images [RGSS10] was used to validate the objective
metric (3) with the comparision to seven other objective met-
rics. The RetargetMe benchmark collected subject evalua-
tion from 210 participants of 37 images. Each image was re-
targeted by eight methods (simple scaling, cropping and six
in [AS07,KLHG09,PKVP09,RSA09,WTSL08,WGCO07]).
The scores of six objective metrics (BDS [SCSI08], BDW
[RSA09], EH [MOVY01], CL [KY01], SIFTf [LYT∗08] and
EMD [PW09]) were also presented in RetargetMe as well as
their correlations with the subjective data.

† http://people.csail.mit.edu/mrub/retargetme/
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Procedure and results. For each image and its eight retar-
geted images, objective similarity scores were computed us-
ing metric (3). Given these objective scores, firstly a similar
procedure as in Experiment 3 was performed by matching
the best retargeted images chosen by the participants with
the results ranked by objective metrics. In 37 sets of images,
the match rate of metric (3) is 40.54%. As a comparison, the
match rates of metrics BDS, BDW, EH, CL, SIFTf and EMD
are 18.92%, 24.32%, 21.62%, 0.0%, 24.32%, 27.03%, re-
spectively. Secondly, following the definition in [RGSS10],
the rank correlation vector (Mean, std, p-value) of metric (3)
was computed with the three highest rank results. The rank
correlation vectors of metric (3), BDS, BDW, EH, CL, SIFTf
and EMD are (0.400,0.3752,1e-4), (0.108, 0.532, 0.005),
(0.200,0.395,0.002), (-0.071,0.593,0.013), (-0.320,0.543,1e-
6), (0.298,0.483,1e-6) and (0.326,0.496,1e-6), respectively.

Discussion. The highest match rate 40.54% and the best
rank correlation vector of metric (3) shows that metric (3)
outperforms the metrics BDS, BDW, EH, CL, SIFTf and
EMD. These results may be explained by that BDS, BDW,
EH, CL, SIFTf and EMD only use low- and mid-level image
characteristics, while metric (3) takes high-level perceptual
organization into account. In particular, both BDS and BDW
use the sum-of-square-differences of pixel values, which are
well known that they do not match well to perceived visual
quality [Gir93, EF95].

5. Conclusions

In this paper, a quality metric (3) for objectively assessing
the quality of image retargeting is proposed. Different from
traditional full-reference, reduced reference and no reference
assessment methods, our proposed assessment is based on
a top-down manner that first extracts the global geomet-
ric structures of two images and then establishes the de-
tailed pixel correspondence for assessment. Elaborated ex-
periments are developed, demonstrating that (1) the objec-
tive assessment made by the proposed metrics is consistent
with human perception, and (2) the proposed objective met-
rics are insensitive to different retargeting methods. So the
objective metrics proposed in this paper can be used to faith-
fully assess the performance of retargeting operations. For
example, in some applications, many retargeting methods
can be used and no single method is absolutely superior to
others. When retargeting an image, we can use the proposed
metric to assess the quality of different retargeted images, in
order to choose the best method for that image.
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