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Abstract
We present a novel image resizing method which attempts to ensure that important local regions undergo a geo-
metric similarity transformation, and at the same time, to preserve image edge structure. To accomplish this, we
define handles to describe both local regions and image edges, and assign a weight for each handle based on an
importance map for the source image. Inspired by conformal energy, which is widely used in geometry processing,
we construct a novel quadratic distortion energy to measure the shape distortion for each handle. The resizing
result is obtained by minimizing the weighted sum of the quadratic distortion energies of all handles. Compared to
previous methods, our method allows distortion to be diffused better in all directions, and important image edges
are well-preserved. The method is efficient, and offers a closed form solution.

Categories and Subject Descriptors (according to ACM CCS): I.4 [Computing methodologies]: Image Processing
and Computer Vision—Applications

1. Introduction

Current display devices have widely differing resolutions, so
content aware image resizing is important. Such a tool is also
highly desired by designers who need to create alternative
images of different sizes. A good resizing method should
allow deformation of images to arbitrary size while, simul-
taneously, prominent objects should be kept geometrically
similar to their original shapes and any distortion should be
optimally diffused into less important regions.

When resizing an image, simple methods such as scaling
and cropping have obvious limitations. Simple image scaling
distorts the entire image if the input and output aspect ratios
differ too much. Cropping simply discards some image parts
and is inappropriate when multiple objects of interest are far
away from each other.

Seam carving [AS07, RSA08, SA09] is a recent method
which can efficiently inhomogeneously resize images. It
works by greedily removing (or inserting) one-dimensional
seams passing through less important regions. As noticed
by [WTSL08], the discrete nature of seam carving may re-
sult in noticeably jagged edges of image objects after resiz-
ing. Further reduction of image size after all less-important
regions have been removed leads to severe artifacts. Non-

uniform image wrapping [GSCO06, WGCo07] and random
walks [ZHM08] give continuous solutions for content aware
image resizing. However, all these methods only propagate
distortion along the resizing direction. For images where any
important regions are bigger than the final target size in the
resizing direction, such methods inevitably generate severe
distortion.

More recently Wang et al. [WTSL08] proposed an opti-
mized scale-and-stretch warping method for image resizing
using a quad-mesh. Instead of forcibly leaving the sizes of
certain regions unchanged, they attempt to ensure that im-
portant quads have homogeneous scaling, while minimizing
bending of grid lines. This method distributes the distortion
in all spatial directions. Compared to previous image warp-
ing methods, it better utilizes the available homogeneous re-
gions to absorb the distortion. However, as shown in Fig-
ure 1, their method tends to avoid rotating quads, resulting
in nearly horizontal or vertical grid lines. This leads to near-
uniform scaling in any given row or column, and distortion is
not well diffused. Another drawback is the absence of large-
scale feature preservation. For a prominent object occupying
many quads, locally, each quad has an acceptable homoge-
neous scaling, but over the whole object, non-trivial distor-
tion may occur due to different scaling factors of quads—
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(a) input image (b) [SA09] (c) [WGCo07] (d) [ZHM08] (e) [GSCO06] (f) [GSCO06]

(g) importance map (h) scaling (i) [WTSL08] (j) [WTSL08] (k) our result (l) our mesh

Figure 1: Comparison of different resizing methods. In (b)-(e), significant distortion occurs since unidirectional propagation of
distortion cannot cope with images where the important information to be retained (here, from the man to the girl) is wider than
the destination size. Our method better preserves prominent objects than [WTSL08] and optimally propagates distortion in all
directions. In (l),highlighted points with the same color represent a B-Handle—see Section 3.2.2 (we use the same notation in
all figures).

even if a penalty is applied for differential scaling of neigh-
boring quads.

We present a novel method which attempts to ensure that
the new shapes of prominent objects are geometrically sim-
ilar to their original shapes both locally and globally. Fol-
lowing [WTSL08], we use a grid mesh and optimally dif-
fuse distortion into less important regions in all directions.
But unlike [WTSL08], our method allows quads to undergo
a similarity transformation, and preserves important edge
features. As a result, distortion is better diffused, and large
prominent objects are better preserved by edge similarity
constraints.

We first associate an image with the vertices of a grid
mesh, and additional points sampled from the image edges
(see Section 3.2.1). Next, all of these points are automat-
ically grouped into local or larger-scale control point sets,
which we call handles (see Figure 2). A handle can describe
a local region (a mesh quad) or an extended feature (an im-
age edge) in the original image. Using a novel definition
for distortion energy for handles (see Section 3), similarity
constraints are used to preserve the geometric similarity of
the handles in an energy minimization process: we are able
to keep important handles similar to their original shapes
during resizing. Thus, shapes of important quads and im-
age edges are well-preserved; in turn, the global shapes of
prominent objects are thus also well-preserved.

Our main contributions are:

• a novel image resizing method which both preserves im-

portant local regions and image edges, and better diffuses
distortion.

• an efficient closed-form linear solution for the quadratic
distortion energy minimzation problem needed to achieve
this.

Furthermore, we also show there is a close relationship be-
tween our distortion energy, and the conformal energy used
for least squares conformal parameterization in geometry
processing.

2. Related work

The growing requirement for image resizing has brought
this topic to current attention. Standard uniform scaling
can be performed in real-time using linear, or higher-order,
interpolation. However, this simple method does not con-
sider image content and is highly distorting when the as-
pect ratio changes significantly. To overcome this prob-
lem, recent research has considered content-aware resiz-
ing [LXMZ03, FXZM03, STR∗05, TJS07, AS07, WGCo07,
WTSL08,WHZ∗08,SCSI08,HFRQ09]. A fundamental idea
is to control image resizing using an importance map ob-
tained from the image, ensuring that important regions un-
dergo smaller changes than less-important ones.

Cropping has been widely investigated [SLBJ03,
CXF∗03, LG05, LG06, SAD∗06, TJS07]. Such methods use
a visual saliency model to determine important areas in an
image or video and use them to select an optimal rectangle
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from an input image or video frame. A clear drawback
of cropping methods is that important regions may lie at
opposite edges of the image—a common problem in real
images.

Seam carving [AS07, RSA08, SA09] can efficiently re-
size an image or video by removing or duplicating seams
in unimportant areas. A seam in an image is a contiguous
one-dimensional path of pixels from top-to-bottom, or side-
to-side, each having locally minimal importance. Although
such methods can produce compelling results on many im-
ages, the discrete nature of these algorithms often leads to
clear artifacts in objects with a well-defined structure. This
problem is especially noticeable when too few unimportant
seams can be found to reach the target size.

Non-uniform warping [LG05, GSCO06, WGCo07] and
random walk [ZHM08] methods offer continuous solutions
to image resizing. Liu et al. [LG05] use a non-linear im-
age warping function to emphasize the important aspects of
the image while retaining the surrounding context. However,
image features outside regions of interest may be badly dis-
torted by this method. Gal et al. [GSCO06] warps an image
in a way that locally constrains the deformations to be simi-
larity transformations. Wolf et al. [WGCo07] merge less im-
portant pixels in the reduction direction. However, these and
random walk solutions [ZHM08] only propagate distortion
along the resizing direction, as do seam carving approaches.

Scale-and-stretch [WTSL08] offers a continuous solu-
tion to image resizing and finds a homogeneous scaling
for prominent objects by global optimization. This allows
distortion to be diffused in all directions, and has the ad-
vantage of distributing distortion over the whole image, ir-
respective of the resizing direction. This gives it advan-
tages over traditional algorithms such as feature aware tex-
turing [GSCO06], non-homogeneous content-driven video-
retargeting [WGCo07] and seam carving [AS07, RSA08].

Recently, concepts from image resizing have also been ap-
plied to content-aware shape resizing and focus-and-context
visualization of 3D models; typical works are [KSSCO08]
and [WLT08].

Conformal parameterization techniques are widely used
in geometry processing. Lévy et al. [LPRM02] described
a least-squares approach for conformal parameterization by
minimizing a quadratic conformal energy. Gu et al. [GY03]
also introduced a novel method for global conformal param-
eterization. For a full review of parameterization techniques,
including conformal parameterization, the reader is referred
to [FH05]. Later, we show the close relationship between our
method and least-squares conformal parameterization.

3. Shape-preserving image resizing

To take into account image content, we propose use of sim-
ilarity constraints for resizing images, in order to preserve

B-Handle K-Handle Q-Handle

Figure 2: Handles.

the shapes of important regions and image edges. Ideally,
each image region should undergo a homogeneous scaling.
This is clearly impossible if the new image size has a dif-
ferent aspect ratio. To achieve arbitrary image resizing, we
diffuse distortion throughout the image, allowing distortion
to be greater in less important regions, while more important
regions and image edges are less deformed.

3.1. Overview

We cover the image with a grid mesh M = (V1,F) with ver-
tices V1 and quad faces F , where V1 = {vi} denotes initial
vertex positions. To better capture significant objects, we
also add additional edge points on image edges, denoted by
V2 = {vi}. We write V+ = V1

S
V2 for the set containing all

these points, which we call the control points. Our image re-
sizing algorithm attempts to find a deformed mesh geometry
V ′+ under similarity transformation constraints on the orig-
inal control points. The output image is obtained from the
final positions of the mesh vertices V ′1 using cubic interpo-
lation [Wol90]. We group the control points into particular
sets which we call handles, denoted by P = {Pi}. Each han-
dle is a subset of the control points: Pi ⊂ V+,∀Pi ∈ P , and
every control point belongs to one or more handles. We also
require that each handle has at least 3 distinct control points.

See Figure 2 for a conceptual view of handles; we explain
how to choose the additional edge points, and allocation of
control points to different kinds of handles, later. Intuitively,
a handle is a point set whose shape we wish should remain
unchanged after deformation; more important handles are
given larger weights. We denote by P ′ = {P′i } the deformed
handles corresponding to P; each P′i is a subset of V ′+. Each
handle Pi is assigned a quadratic energy term, its distortion
energy E(P′i ,Pi), which measures the dissimilarity between
the deformed handle P′i and its original shape Pi.

The total distortion energy is formulated as:

E = ∑
Pi∈P

ωiE(P′i ,Pi) (1)

The new positions V ′+ are obtained by minimizing the
quadratic energy E with appropriate boundary conditions.

We now proceed in Section 3.2 to discuss the choice of
additional points and handles for an input image. We then
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(a) original image with overlaid mesh

(b) only local similarity con-
straints

(c) both local and edge simi-
larity constraints

Figure 3: Illustration for edge similarity constraints: With
only local similarity constraints (b) image edges are not well
preserved. Adding edge similarity constraints (c) helps to
overcome this artifact.

give a detailed definition of distortion energy in Section 3.3
and its relation to conformal energy from geometry process-
ing in Section 3.4. Weights and boundary conditions are dis-
cussed in Section 3.5.

3.2. Choice of Additional Control Points and Handles

3.2.1. Additional control points V2

We use the method in [Ste98] to detect image edges as series
of linked edge points in the original image. Edges are con-
sidered to be image features which should retain a similar
shape under deformation. For each mesh quad that strictly
contains one or more edge points, we add that edge point
nearest to the quad center to V2: thus, each quad face can
contain at most one point in V2.

3.2.2. Handles P

As shown in Figure 2, we define three types of handles:

• Q-Handle A Q-Handle comprises the four corners of a
quad face which does not contain an additional control
point. A Q-Handle is added toP for every such quad face.
• B-Handle A B-Handle is a subset of V+, each element

belonging to the same image edge. For each image edge
containing at least 3 points in V+, we add a B-Handle to
P containing all of its points in V+. See Figure 2 for an
example. Highlighted control points with the same color
represent a B-Handle.
• K-Handle A K-Handle is a set containing the four cor-

ners and the inner control point of a quad face which con-
tains an additional control point. We add a K-Handle to P

for every such quad face. Intuitively, such K-Handles are
used to link the similarity constraints for Q-Handles and
B-Handles.

In this paper, we call the distortion energy terms for Q-
Handles and K-Handles the local similarity constraints, and
call energy terms for B-Handles the edge similarity con-
straints.

3.3. Distortion energy

Given a handle P = {pi} with m distinct control points, its
deformed position is P′ = {p′i}; note that m ≥ 3. Its distor-
tion energy is defined to be

E(P′,P) = min
s∈S

m

∑
i=1
|s(pi)− p′i |2 (2)

where S is the set of similarity transformations s in R2 hav-
ing the general form:

s(p) =
[

c −d
d c

][
x
y

]
+
[

tx
ty

]
, p =

[
x
y

]
∈ R2, (3)

where c,d, tx, ty are four real parameters determining a
unique similarity transformation.

Intuitively, the energy measures the shape distortion of P′

relative to P, while ignoring translation and rotation. It is the
minimal possible square distance between P′ and P, if P may
be replaced by any similarity transformation of itself.

As we allow P′ to vary, E(P′,P) has a quadratic depen-
dence on P′, and can be alternatively written (see Appendix
B for details):

E(P′,P) = |CPbP′ |2 (4)

where

CP = AP(AT
P AP)−1AT

P − I, (5)

and

AP =


x1 −y1 1 0
y1 x1 0 1
...

...
...

...
xm −ym 1 0
ym xm 0 1

 , bP′ =


x′1
y′1
. . .
x′m
y′m


T

. (6)

For each handle P, we calculate the corresponding CP, and
then find the minimal solution of E directly. The CP matrix is
identical for all Q-Handles (because CP is invariant if P un-
dergoes a similarity transformation, and all Q-Handles have
the same shape), allowing us to more efficiently set up the
equation system; note that Q-Handles are usually the most
common type.

3.4. Relation to Conformal Parametrization

There is a close relationship between our distortion en-
ergy and least squares conformal parametrization, which is a
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(a) input image

(b) [WTSL08] (c) Our result

Figure 4: Comparison of meshes produced by optimal scale-
and-stretch [WTSL08] and our method when utilizing local
similarity constraints only. Even without our extra edge sim-
ilarity constraints, our method diffuses distortion more uni-
formly to less important regions.

well-studied topic in geometry processing. The latter seeks
a mapping from a triangular mesh in R3 to a region in R2

which preserves angles as well as possible. The positions of
the vertices in R2 are found by minimizing a quadratic total
conformal energy function. For a triangle T and its image
T ′, the quadratic conformal energy is denoted by C(T ′,T ).
Again, this quadratic energy measures the shape difference
between the deformed and original triangles. Total confor-
mal energy is then defined by

C(T ) = ∑
T∈T
C(T ′,T ) (7)

where T is the set of all triangles. The conformal energy is
based on a set of quadratic constraints each of which restricts
a triangle under a similarity transformation. For a detailed
description of conformal energy, see [LPRM02, FH05].

We show in Appendix A that for each triangle T ,
C(T ′,T ) = αTE(T ′,T ), where αT is a constant depending
on T , and furthermore αT is invariant if T undergoes a sim-
ilarity transformation. Thus, the distortion energy (defined
for arbitrary 2D point sets) is closely related to the classical
conformal energy (defined for triangles).

3.5. Weights and Boundary Conditions

More important quads should be distorted less, so they are
given larger weights. We first compute an importance value
for each pixel, as explained shortly. The weight ωi for a Q-
Handle or a K-Handle is then defined as the average of the

original image uniform our mesh our result

Figure 5: Resizing this image with uniform scaling leads to
significant distortion. Our method attempts to subject impor-
tant regions to a similarity transformation to preserve im-
age features. The shell is scaled in a more meaningful way
and distortion is distributed over less important regions to
achieve the destination image size. As the shell is wider than
the destination image, any resizing technique operating only
in the resizing direction would cause significant distortion.
Our method optimally diffuses distortion in all directions.

importance values of those pixels in the corresponding quad.
The weight of a B-Handle PB is defined as αωPB , where ωPB

is the average weights of pixels in all quads which contain
at least one point in PB; α is a constant number determining
the importance of the edge similarity constraints and is often
set to 1.

To determine the importance value for each pixel, an im-
portance map is computed, as is done in most content aware
image resizing algorithms. Importance maps can be defined
in a bottom up manner to emphasize strong or unusual stim-
uli [IKN98, AS07, WTSL08, HZ07, HZ07, GMZ08, ZS06],
or a top down manner to emphasize specific scene ele-
ments such as human faces [VJ04] or regions of inter-
est [WRL∗04]. Integration of both top-down and bottom-up
importance has also been used [WGCo07]. In our experi-
ments, we have used an equally-weighted linear combina-
tion of two bottom-up measures proposed in [LSZ∗07]: the
multi-scale contrast and color spatial-distribution. More so-
phisticated measures or hand-tuned importance maps could
potentially further improve the quality of our results. We nor-
malize the importance values to lie in the range [ε,1], where
ε is a small positive constant to ensure computational stabil-
ity (we typically set ε = 0.2).

We must also enforce boundary conditions when comput-
ing the optimal solution. We do so by making sure that mesh
vertices lying around the outer boundary of the image re-
main there after resizing. To resize the image from w× h to
w′×h′, the boundary condition is

v′i,y = 0 if vi,y = 0
v′i,y = h′ if vi,y = h
v′i,x = 0 if vi,x = 0
v′i,x = w′ if vi,x = w

. (8)
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Method [SA09] [WTSL08] [WGCo07] [ZHM08] Our
Time 1~2s (0.034+0.002n)s 5.6s 0.21s 0.024s
Size 400×500 1024×754 1024×754 1024×754 1024×754

Table 1: Speed comparison.

(a) input image (b) scaling (c) [SA09] (d) [WGCo07] (e) (f) [GSCO06] (g) our method

Figure 6: Further comparisons. The meshes produced by [GSCO06] (upper) and our method (lower) are illustrated in (e).

4. Results and Discussions

We have implemented our algorithm on a computer with a
2.33GHz Pentium Duo CPU and 4GB RAM.

Our method is very efficient: the most computationally
expensive part is solving a small sparse linear system which
depends on the size of mesh; a finer mesh produces bet-
ter results but takes longer. To make a fair comparison
with [WTSL08] and [GSCO06], we use grids of the same
resolution for the same picture (the quad size is typically
20×20, and produces sufficiently good results). Solving the
linear system for a 1024×754 image typically takes 0.024s.

We demonstrate the effectiveness of our algorithm with
several challenging examples (see Figures 1 and 3– 7).

4.1. Comparison

We mostly compare our work with two related state-of-
the-art methods of differing classes: seam carving [SA09]
for discrete methods and [WTSL08] for continuous meth-
ods. For the sake of fairness, we use the same importance
maps mentioned in Section 3.5 for all the methods. We
also make comparisons with other continuous methods such
as [GSCO06, WGCo07, ZHM08].

The seam carving method is effective when dealing with
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images containing uniform or highly textured regions. In ad-
dition, it allows higher flexibility of operations on pixels,
and further applications such as object removal can also be
performed. However, the discrete nature of this algorithm
makes it less effective when dealing with objects with clear
structures. Figures 1, 6 and 7 show noticeable staircase ef-
fects in large scale objects. In situations when an impor-
tant object is wider than the destination image (e.g. Fig-
ures 1, 4 and 5), scaling in only the resizing direction is in-
sufficient.

Perhaps more relevant is [WTSL08] which gives a con-
tinuous solution and makes use of less important regions in
all directions. As noted earlier, its main problem is a ten-
dency to produce nearly horizontal or vertical grid lines,
causing nearly uniform scaling factors in any given row or
column, and it lacks global feature preservation. Our method
allows similarity transformations, and the distortion is bet-
ter diffused, with global edges better preserved—see Fig-
ures 1, 4 and 7.

In parameterization, triangle folding can be a problem.
This occurs when a triangle has the opposite orientation, lo-
cally, before and after deformation. Least squares solution
of the energy equation in conformal parameterization can-
not prevent triangle folding [FH05]. However, since a simi-
larity transformation preserves orientation, any inconsistent
orientation will cause a large increase in distortion energy. A
similar observation applies to our method. Such issues rarely
occur in practice.

Table 1 compares times taken by our method and other
methods such as seam carving (SC) [AS07] and optimized
scale-and-stretch (OSS) [WTSL08]. Both our method and
OSS use 20× 20 grids and take a significantly shorter time
than SC. The cost of OSS depends on the number of it-
erations n. Our method is quicker than OSS as it uses a
closed form linear solution. SC, [WGCo07] and [ZHM08]
are much slower as they work on pixels, or alternatively, a
much denser grid. [ZHM08] is much faster than [WGCo07]
as they use a multigrid solver. The times in the table do not
include preprocessing steps such as edge detection or impor-
tance map computation, and the proposed importance map
computation takes about 0.1s for a 1024×754 picture.

4.2. Limitations

As the constraints in our method are all soft constraints,
our method cannot guarantee to strictly preserve edges. The
seagull example in Figure 6 shows such a case; some lines
are not well preserved. However, this is partly because of
deficiencies in edge detection. Details of the detected edges
can be seen in the mesh of the seagull example. Many of
the edges are partly occluded by the seagull and are thus not
treated as a single line which should be preserved. Neverthe-
less, our approach generally works well and preserves edges
to a large extent; Figure 3 shows the effects of the edge sim-
ilarity constraints.

Since handles are allowed to rotate, our method may cause
a prominent object to rotate slightly. However, it will not ro-
tate seriously in practice as this would cause large distortion
in its vicinity. Nevertheless, even small artifacts can be no-
ticeable as humans can be very sensitive to certain rotations,
e.g. vertical or horizontal structural lines. The second ex-
ample in Figure 6 shows such a case: some columns rotate
slightly. The best solution may be to detect such structures
and penalize their rotation.

As shown by the seagull image in Figure 6, our method
diffuses distortion to less important regions. Artifacts may
be more or less visible in such regions depending on content.
An ideal solution for image resizing may be to separately
process foreground and background layers, perhaps scaling
the foreground while cropping the background. However,
such an approach relies on other difficult problems: fore-
ground / background segmentation, and image completion.

We also find that our results are sensitive to the quality
of the importance map—see Figure 8. In this case, the im-
portance map is rather poor, causing our method to produce
worse results than [WTSL08], which tends to produce hori-
zontal or vertical grid lines, making the result more like uni-
form scaling in this example. In contrast, our method allows
the grid to rotate; this flexibility may distort objects if the
importance map is poor.

5. Conclusions and future work

We have given a novel image resizing method which at-
tempts to retain the shapes of local regions and significant
image edges. Distortion energy is used to minimize the dis-
tortion of handles: mesh quads and image edges. Compared
to previous continuous image resizing methods, distortion is
better diffused into less important regions in all directions,
and the shapes of prominent objects are better preserved. The
method has a fast closed form solution.

The most important extension of this work would be to
resizing of video. Although our least-squares solution has
advantages in continuity, continuity between video frames
needs further consideration. Another extension would be the
use of more sophisticated importance detection algorithms.
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(a)input image (b)scaling (c) [SA09] (d) [ZHM08] (e) (f) [WTSL08] (g) our method

Figure 7: Further comparisons. The meshes produced by [WTSL08] (upper) and our method (lower) are illustrated in (e).

(a) input image (b) importance map (c) scaling (d) [WTSL08] (e) [WTSL08] (f) our result (g) our mesh

Figure 8: A less successful example.
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Appendix A: Relation between distortion energy and
discrete conformal energy for triangles

Here we prove that our definition of distortion energy is
closely related to conformal energy defined on triangles.

Let a triangle T have image triangle T ′ after deformation.
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T may be represented as T = {(x1,y1),(x2,y2),(x3,y3)} in
a local x-y plane with its normal along the z-axis. Let Q =
A(AT A)−1AT where A has the form of AP in Eqn. 6. Then
the distortion energy can be described as

E = bT (CTC)b = bT ((Q− I)T (Q− I))b

= bT (I−Q)b = bTWb (9)

where W = I−Q, and C and b are CP and bP in Ens. 5 and 6.
To formulate the equation for Q, we write

L =


x1 −y1
y1 x1
x2 −y2
y2 x2
x3 −y3
y3 x3

O2×6 =


1 0
0 1
1 0
0 1
1 0
0 1


O6×6 = [O2×6,O2×6,O2×6]

sx = x1 + x2 + x3,sy = y1 + y2 + y3

s2 = x2
1 + x2

2 + x2
3 + y2

1 + y2
2 + y2

3

4= 3s2− s2
x − s2

y

K =
[

sx sy
−sy sx

]
whereupon

Q =
1
4

(
3LLT + s2O6×6−LKOT

2×6− (LKOT
2×6)

T
)

(10)

Note that Q is invariant if T undergoes a similarity transfor-
mation. Without loss of generality, therefore, we may trans-
late the triangle and scale it uniformly so that

sx = 0, sy = 0, s2 = 3 (11)

In this case, K = 0,4= 9, and Equation 10 becomes

Q =
1
3
(LLT +O6×6). (12)

It is convenient to write Q in complex form, where

z j = x j + iy j, z′j = x′j + iy′j, j = 1,2,3. (13)

The complex forms for L, b, Q and W are

Lz = [z1,z2,z3]
T , b = [z′1,z

′
2,z
′
3]

T ,

Qz =
1
3
(LzLH

z +Oz,3×3), (14)

Wz =
1
3
(3I3−Oz,3×3−LzLH

z ),

where Oz,3×3 is a 3×3 matrix with all elements 1. The dis-
tortion energy is then

E = bTWb = bH
z Wzbz. (15)

In detail Wz is:

Wz =
1
3

 2− z1z̄1 −1− z1z̄2 −1− z1z̄3
−1− z2z̄1 2− z2z̄2 −1− z2z̄3
−1− z3z̄1 −1− z3z̄2 2− z3z̄3

.

 (16)

Now, the conformal energy in [LPRM02] is defined as:

E ′ = bH
z W ′bz (17)

where dT is twice the area of the triangle, and

W ′ =
1

dT
[z3− z2,z1− z3,z2− z1]

H [z3− z2,z1− z3,z2− z1]

Note that W ′ is also invariant under a similarity transfor-
mation. It is easy to verify that W ′ = 9Wz/dT if we follow
Equation 11 and set

z1 + z2 + z3 = 0, |z1|2 + |z2|2 + |z3|2 = 3. (18)

In general, (without the assumption in Equation 11), we have

W ′ = 3γWz/dT = αTWz (19)

where

γ = |z1− zc|2 + |z2− zc|2 + |z3− zc|2, zc =
z1 + z2 + z3

3
.

(20)

Here, αT = 3γ/dT is a constant which depends on the
original triangle T ; note that αT is invariant for triangles re-
lated by a similarity transformation.

Appendix B: Detailed derivation of Equation 4

We use the same notations here as in Section 3.3. For any
s ∈ S, denote

Xs =
[
c d tx ty

]T
. (21)

We have for i = 1, . . . ,m that

s(pi)− p′i =
[

xi −yi 1 0
yi xi 0 1

]
Xs−

[
x′i
y′i

]
. (22)

Then Equation 2 can be further represented as

E(P′,P) = min
s∈S
|APXs−bP′ |2 (23)

The optimal Xs can be found by solving APXs = bP′ in a least
square sense: Xs = (AT

P AP)−1AT
P bP′ . Thus,

E(P′,P) = |(AP(AT
P AP)−1AT

P − I)bP′ |2 = |CPbP′ |2. (24)

It is easy to verify that if P contains at least two distinct
control points, rank(AP) = 4. In such cases, AT

P AP is non-
singular, and CP is well-defined. But when P contains only
two distinct points, CP = 0, which is why we require each
handle to contain at least 3 distinct control points.
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