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Abstract—Mesh parameterization is a fundamental technique in computer graphics. The major goals during mesh parameterization

are to minimize both the angle distortion and the area distortion. Angle distortion can be eliminated by the use of conformal mapping, in

principle. Our paper focuses on solving the problem of finding the best discrete conformal mapping that also minimizes area distortion.

First, we deduce an exact analytical differential formula to represent area distortion by curvature change in the discrete conformal

mapping, giving a dynamic Poisson equation. On a mesh, the vertex curvature is related to edge lengths by the curvature map. Our

result shows the map is invertible, i.e., the edge lengths can be computed from the curvature (by integration). Furthermore, we give the

explicit Jacobi matrix of the inverse curvature map. Second, we formulate the task of computing conformal parameterizations with least

area distortions as a constrained nonlinear optimization problem in curvature space. We deduce explicit conditions for the optima.

Third, we give an energy form to measure the area distortions, and show that it has a unique global minimum. We use this to design an

efficient algorithm, called free boundary curvature diffusion, which is guaranteed to converge to the global minimum; it has a natural

physical interpretation. This result proves the common belief that optimal parameterization with least area distortion has a unique

solution and can be achieved by free boundary conformal mapping. Major theoretical results and practical algorithms are presented for

optimal parameterization based on the inverse curvature map. Comparisons are conducted with existing methods and using different

energies. Novel parameterization applications are also introduced. The theoretical framework of the inverse curvature map can be

applied to further study discrete conformal mappings.

Index Terms—Mesh, conformal parameterization, poisson, metric, curvature, inverse map.

Ç

1 INTRODUCTION

SURFACE parameterization is the process of mapping a
surface to a planar region, and it has broad applications

in graphics. Parameterizations introduce distortions be-
tween the original surface and its planar image, which can
be separated into angle distortion and area distortion [1], [2],
[3]. In theory, angle distortion can be eliminated completely
by conformal mapping, but it is impossible for conformal
mappings to further eliminate area distortion completely,
except for developable surfaces.

For a given surface, we can define infinitely many
different conformal mappings with different area distor-
tions, as shown in Fig. 1. The central problem of the optimal
parameterization can be stated as follows:

How can we find the best conformal mapping that has the least area
distortion?

In this paper, we present a set of theoretical tools as well

as practical algorithms to tackle this problem.

1.1 Background

Parameterization methods have become a fundamental tool
in graphics, and a significant amount of research has
focused on it. Here, we briefly overview the most related
works and refer readers to [1], [2], and [3] for wider surveys.

A common approach for parameterization is to minimize a
certain energy to control the distortion. Lévy et al. [4] defined
an energy to approximate the Cauchy-Riemann equation;
Desbrun et al. [5] optimized Dirichlet energy. Variations of
harmonic energies were also optimized using discrete La-
place-Beltrami operators in [6], [7], [8], [9], [10], and [11].
More general energy forms can be found in [12], [13], [14],
[15], [16], and [17]. Most linear methods apply a convex
Dirichlet-type boundary. Virtual boundaries were applied in
[17] and [18] to absorb distortions introduced by the convex
boundary conditions. Alternatively, [4] and [5] provided
parameterizations which require to fix only a few vertices in
the parametric domain. Karni et al. [19] discussed the design
of geometrically complex boundary conditions with con-
straints. Zayer et al. [20] applied discrete tensorial quasi-
harmonic maps to improve the boundary and reduce the
distortion.

One of the most prominent characteristics of conformal
mapping is that it preserves angles. Angle-based flattening
(ABF) method [21] utilizes this property to produce high-
quality conformal mappings. It derives the discrete con-
formal mapping by minimizing the ABF energy which is
defined as differences between the corner angles of faces on
the original mesh and their images on the parameter plane.
During the process, the boundary evolves freely to further
reduce the distortion. Recently, the method has been
improved by several derivative works [22], [23] in terms
of speed and robustness.
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Another characteristic of conformal mapping is that it
can map infinitesimal circles to infinitesimal circles and
preserve their intersection angles. This inspired the circle
packing method in [24]. Circle packings and circle patterns
replace infinitesimal circles with finite circles. In the limit of
refinement, the continuous conformal maps are recovered
[25]. Collins and Stephenson [26] have implemented circle
packing in their software CirclePack which only considers
combinatorics. The connection between circle packing and
smooth surface Ricci flow [27] was discovered in [28]. The
discrete Ricci flow method was introduced in [29] for
hyperbolic parameterization.

Kharevych et al. [30] provided conformal parameteriza-
tions for arbitrary genus types by applying circle patterns
based on the variational principle in Bobenko and Springborn
[31]. The method in [30] supports very flexible boundary
conditions ranging from free boundaries to control of the
boundary shape via prescribed curvatures. It can further
reduce the distortion by incorporating manually selected
cone singularities. Ben-Chen et al. [32] introduced a con-
formal parameterization which automatically determines the
locations and target curvatures of the cone singularities.

Our work differs from the previous works in the following
aspects. Based on a rigorous theoretic proof, our method can
produce a discrete conformal parameterization with least
area distortion among all possible parameterizations. Similar
to [30], our method is applicable for meshes with general
topologies. Furthermore, the method can be extended for
optimizing more general energies with constraints on
curvatures and area distortions. (Fig. 8 shows parameteriza-
tions with special curvature constraints, such that all
boundary curvatures are constant.)

In this paper, we will explain our theoretical results and
algorithmic implementations with circle packings. Since
circle packing and circle patterns are equivalent in theory
[33], [34], our results can also be explained with the setting
of circle patterns (see Appendix B).

1.2 Overview

Most of the previous works minimize some energy forms
which measure both angle distortion and area distortion. In
this work, we take the approach similar to those in [5] and
[20] to separate these two criteria. As shown in Fig. 1, we
only minimize the area distortion within the conformal
mappings, which eliminate the angle distortions.

We address the angle distortion by using the discrete
conformal mappings based on circle packing. The given
mesh is covered by circles, each of which is centered at a
vertex as shown in Fig. 3. A circle centered at a vertex is
tangent to or intersects with another circle centered at its

neighbor vertex. We approximate the conformal mapping
by varying the radii while preserving the intersection angles
among the circles (see Section 2).

With circle packing, we can establish the mapping from
the configuration of radii to the configuration of curvatures,
the so-called curvature map K:

K : fconfiguration of radiig
! fconfiguration of curvaturesg:

We show that the curvature map is bijective in the
conformal mapping. We give an analytical formula for the
inverse curvature map by explicitly computing its Jacobian,
which is revealed as a dynamic Poisson equation (see
Section 2). Therefore, we can easily compute the radii from
the prescribed curvatures.

Discrete conformal parameterization can be treated as
finding a configuration of radii such that all curvatures are
zeros except for those at the boundaries and cone singula-
rities. All curvature configurations corresponding to para-
meterizations form an affine subspace, which we call the
admissible curvature space. Area distortions can be measured
by various energy forms defined on the configurations of
radii. Optimal conformal parameterization is equivalent to
minimizing the specific energy in the admissible curvature
space, and therefore, it is a nonlinear optimization problem
with linear constraints.

Energies with good properties, such as differentiability,
unique global minimum, simple forms of gradient, and
Hessian, are highly preferred in practice. We discovered an
energy form that met all the requirements (see Section 3.5).
Furthermore, a simple curvature flow algorithm with free
boundary conditions is guaranteed to converge to the global
minimum.

The pipeline of optimal parameterization system is as
follows:

1. mesh preparation (Section 3.1),
2. computing the initial circle packing metric

(Section 3.2),
3. selecting the singular vertex set (Section 3.3),
4. computing the optimal circle packing metric

(Sections 3.4 and 3.5), and
5. isometric embedding (Section 3.6).

The theoretical results of inverse curvature map are
explained in Section 2. Each step of the algorithm pipeline is
elucidated in Section 3. The experimental results are
demonstrated in Section 4. We conclude our work and
point out the future direction in Section 5. Detailed
theoretical proofs are presented in the Appendix.

2 INVERSE DISCRETE CURVATURE MAP

In this section, we introduce the inverse curvature map,
which is the key ingredient of our optimal parameterization.

The discussion is based on general triangular meshes with
arbitrary topologies. We denote a mesh byM ¼ fV ;E; Fg. A
vertex, an edge, and a face are denoted as vi, ½vi; vj� (or eij), and
½vi; vj; vk� (or fijk), respectively. A mesh M embedded in IR3

has a naturally induced euclidean metric, which is deter-
mined by each edge length. The vertex curvatures are defined
as follows: For an interior vertex, the curvature equals 2�
minus the sum of angles between edges at the vertex, whereas
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Fig. 1. There are an infinity number of conformal parameterizations for a

given surface. We minimize the area distortion within the conformal

mappings.
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for a boundary vertex, it is � minus this sum. The discrete
Gauss-Bonnet theorem states that the total curvature is
2��ðMÞ, where �ðMÞ is the Euler number of the mesh.

2.1 Circle Packing Metric

Given a triangular mesh, we associate to each vertex vi a
circle with radius �i. On edge eij, the two circles with radii
�i and �j intersect at an angle of �ij, as shown in Fig. 3.

Definition 2.1 (circle packing metric). A circle packing metric

for a mesh M is defined as ðM;�;�Þ, where M represents the

triangulation, � : V ! IRþ is the circle radius function for

vertices (i.e., vi 7! �i), and � : E ! ½0; �2� is the angle function

for edges (i.e., eij 7! �ij). The discrete metric on an edge eij is

determined by lij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
i þ �2

j þ 2�i�j cos�ij
q

.

Now, the edge lengths can be determined by the circle
radii �i and the intersection angles �ij with the cosine law,
depicted in Fig. 3. Since the edge lengths determine the
angles on each face, the circle radii determine the vertex
curvatures. We designate the mapping from the configura-
tion of radii to the configuration of the vertex curvatures as
the curvature map.

2.2 Inverse Curvature Map

Two circle packing metrics of the same mesh M, ðM;�1;�1Þ
and ðM;�2;�2Þ, are conformal to each other, if �1 equals �2.
Each conformal equivalence class of circle packing metrics
forms a space which we call a conformal discrete metric space,
denoted by U . Upon fixing the edge angles �ij, a discrete
circle packing metric can be represented by a vector
u ¼ ðu1; � � � ; unÞ, where ui ¼ log �i, ui 2 ð�1;þ1Þ, and n
is the number of vertices. Each conformal discrete metric
space is homeomorphic to IRn. Because scaling does not
affect the curvature, we normalize the conformal metrics by
requiring

P
i ui ¼ 0, which defines a hyperplane in the IRn

that we denote �u. The discrete curvature K maps each u to
a curvature function k ¼ ðk1; k2; � � � ; knÞ, and the image of
�k :¼ Kð�uÞ is a convex polytope [28].

The curvature map K from the conformal metric space to
the curvature space K : �u ! �k is bijective; both the map
and the inverse map have an infinite degree of smoothness.
Furthermore, the curvature map is real analytic (so it can be
represented as the summation of an infinite series).

Theorem 2.2 (inverse curvature map). The curvature map K
from a conformal class of circle packing metrics �u to the
curvature space �k is a C1 diffeomorphism. Furthermore, it is
real analytic.

The derivative map dK : T�uðuÞ ! T�kðkÞ satisfies the
discrete Poisson equation

dk ¼ �ðuÞdu; ð1Þ

where T�uðuÞ is the tangent space of �u at the point u,
T�kðkÞ is the tangent space of �k at the point k, and �ðuÞ is
a positive definite matrix when restricted to T�uðuÞ.

Therefore, the curvature map and the inverse curvature
map can be represented as

k1 � k0 ¼
Z u1

u0

�ð��Þd��; u1 � u0 ¼
Z k1

k0

�ð��Þ�1d��: ð2Þ

A detailed proof can be found in Appendix A. Here, we
give an intuitive picture using a differential network flow
model as shown in Fig. 4. We treat the mesh as a network.
Curvature flows along the edges when vertex radii change.
Suppose vi and vj are two adjacent vertices, such that the
logarithms of the radii change by �ui and �uj, respectively,
and the conductivity (weight) for the edge is wij > 0, which
depends on the current vertex radii.

Then, the curvature flux from vi to vj along the edge is

�kij ¼ wijð�uj � �uiÞ. Each vertex has several edges con-

nected to it, so the net edge curvature flux equals the overall

curvature change at the vertex, �kj ¼
P

i �kij. Therefore, the

Laplace matrix has an explicit form: � ¼ ðdijÞ

dij ¼
�wij i 6¼ j; ½vi; vj� 2 E;P

k wik i ¼ j;
0 i 6¼ j; ½vi; vj� 62 E:

8<
: ð3Þ

We now explain the geometric meaning of the edge weight.

On each face, there exists a unique circle perpendicular to all

three circles, as shown in Fig. 3 with the red circle. The center

of the circle is the radial center (or power center). Then, the

weight for a halfedge equals to
hij
lij

, where hij is the distance

from the radial center to the halfedge, and lij is the current

length of the halfedge. The edge weight is the sum of its two

halfedge weights and depends on the current curvature (or,

equivalently, the radii). Therefore, the Laplace-Beltrami

operator is dynamic. This fact makes the whole theory more

complicated.
Algorithm 1 computes the inverse curvature map, which

can be applied for conformally parameterizing general
meshes directly. Fig. 5 demonstrates some parameterization
results using this algorithm.

Algorithm 1 for computing the discrete conformal

metric �u from the prescribed curvature �k is as follows:

Algorithm 1: Inverse curvature map �u ¼ K�1ð�kÞ
Compute the initial circle packing metric ðM;�;�Þ
Compute initial curvature k

u( u0, where u0 is the initial circle packing metric.

while j�k� kj > " do

Compute wijðuÞ to form the Laplace matrix �ðuÞ.
du( �ðuÞ�1ð�k� kÞ
u( uþ du
k( KðuÞ

end while

�u( u

2.3 Relation with Discrete Ricci Flow

Inverse curvature map can also be deduced from the theory

of discrete Ricci flow [28]. The fact that curvature map K :

u! k is invertible is proved in the following way.
Let u0 be the initial metric with the curvature k0. Suppose �k

is the prescribed curvature and its corresponding metric is �u,

then we can define the following discrete Ricci energy as

ERicðuÞ ¼
Z u

u0

ð�k� kÞTd��: ð4Þ
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From discrete Ricci flow theory, ERicðuÞ is convex in the
subaffine space

P
ui ¼ 0, and �u is the unique global minimal

point. The target metric �u can be obtained by minimizing the
energy, using the steepest descent method

du

dt
¼ �rERicðuÞ ¼ �ð�k� kÞ;

which is the discrete Ricci flow. Therefore, the curvature
map K is invertible.

In order to compute the optimal parameterization, we
need an explicit form of the Jacobi matrix of the curvature
map, which is related to the Hessian matrix of ERicðuÞ. This
is the key step for a nonlinear optimization algorithm.

3 OPTIMAL SURFACE PARAMETERIZATION

This section explains the algorithm pipeline for the
optimization system as shown in Fig. 2. Each section
corresponds to one step in Fig. 2, respectively.

3.1 Mesh Preparation (Optional)

In practice, the initial circle packing metric requires all the
edge angles to be acute, so that the Jacobi matrix of the
curvature map is positive definite (equivalently, the Ricci
energy (4) is convex) to ensure the uniqueness of the solution.
If the input mesh has too many obtuse angles and skinny
triangles, we remesh it using the algorithms described in [35]
and [36] to improve the mesh quality.

3.2 Computing the Initial Circle Packing Metric

We use a simple method for the initial circle packing metric,
described in Algorithm 2.

Algorithm 2: Compute the initial circle packing metric

for all faces ½vi; vj; vk� 2 F do

for all corners ci, related to vi in each face do

�ðciÞ  lkiþlij�ljk
2

end for

end for

for all vertex vi 2 V do

�i  maxf�ðcÞjc is attached to vig

end for

for all edges ½vi; vj� 2 E do

�ij ¼ minfcos�1 l
2
ij��2

i��2
j

2�i�j
; �2g, where lij is the euclidean

edge length
end for

In experiments, this algorithm guarantees to get acute
corner angles, and the initial circle packing metrics are very

closed to the induced euclidean metric of the mesh.

3.3 Selecting Singular Vertex Set

In order to reduce the area distortion, it is very helpful to
concentrate curvatures on a subset of vertices, which we call

a singular vertex set. For example, if a mesh has boundaries,
all of the boundary vertices are in the singular vertex set in
general. Moreover, we can set several interior vertices as

singular ones in order to minimize the area distortions.
Several effective methods have been introduced to select

singular vertices, including manual selection [30], vector
field analysis [37], and spectral analysis [32].

We select the singular vertex set in step 3 of algorithm
pipeline in Fig. 2. Intuitively, we first let the curvature be
uniformly distributed on all vertices, then measure the

area distortion, and finally pick the critical points of the
area distortion function. The algorithm is described in

Algorithm 3. Fig. 6 demonstrates the algorithm using the
Stanford Bunny model.

Algorithm 3: Compute the singular vertex set
�ki  0 for vi 2 @M,
�ki  2��ðMÞ

n for vi 62 @M, where n is number of interior

vertices
�u K�1ð�kÞ using Algorithm 1

S ( @M [ flocal minima of �ug

3.4 Compute the Optimal Circle Packing Metric

Now, we explain the process to compute the optimal
circle packing metrics in step 4 of the algorithm pipeline

in Fig. 2. There are two methods for the optimization: the
projected gradient method described in Section 3.4.1 and
the free boundary curvature diffusion method described

in Section 3.5.
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Fig. 2. Algorithm pipeline.

Fig. 3. Circle packing metric.

Fig. 4. Differential network curvature flow model. The curvature flux

along edge �kij is driven by the gradient of �u. The change of curvature

at a vertex �ki equals the divergence of the curvature flow.
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3.4.1 Projected Gradient Method for Optimization

We can define various energy forms to measure the area
distortion. The energy can be defined either in the
conformal metric space or in the curvature space. In terms
of the computational complexity, they are equivalent. We
decide to define the energy in the curvature space because
this is a convex affine subspace. If the energy is convex, only
one optimum exists. Therefore, it is easy to handle both
theoretically and practically.

The possible solutions must be valid parameterizations,
namely, all curvatures are zeros except at the singularities.

Definition 3.1 (admissible curvature space). Given a mesh
M, the vertices are divided into two sets S and N . S represents
the singular vertices, whereas N represents nonsingular
vertices. The admissible curvature space is an affine subspace
defined as the intersection of the following hyperplanes:

�k :¼
\
vi2N
fki ¼ 0g

\ X
vj2S

kj ¼ 2��ðMÞ

8<
:

9=
;
\

�k: ð5Þ

Then, the optimal parameterization problem is equivalent
to optimizing some energy form EðkÞ in the admissible
curvature space.

Optimal parameterization problem. Compute the mini-
ma of the energy EðkÞ in the admissible curvature space �k:

minkEðkÞ; s:t: k 2 �k:

Basically, we compute the gradient of EðkÞ with respect
to k, denoted as rkE, and project the gradient to the affine
subspace �k. While the projected gradient is not equal to
zero, k is updated along its direction. Namely, at a critical

point of EðkÞ, rkE is orthogonal to the admissible

curvature space. This procedure can find one local mini-

mum but does not guarantee that neither all minima, nor

the global minimum can be found. In next section, we

design a special energy with a unique minimum, in order

that this algorithm can reach the global minimum.

Algorithm 4: Optimal discrete conformal parameterization

Randomly select a k 2 �k

repeat

u K�1ðkÞ using Algorithm 1

Compute the gradient ruE

rkE ( �ðuÞ�1ruE

for all vi 2 N do

rkE ( rkE� < rkE; ei > ei
end for

rkE  rkE� < rkE;d > d
jdj2

k k� 	rkE

until jrkEj < "

where d is a vector with di ¼ 0 for nonsingular vertices and

dj ¼ 1 for singular vertices.

Theorem 3.2. Suppose k is an interior point of �k, also an

optimum for an energy form EðuÞ, then all the components of

rkE corresponding to the singular vertices are equal.

Proof. The proof is based on the KKT theorem [38]. If k

is an optimum of EðkÞ, then rkE?�k. Suppose vi is a

nonsingular vertex, the normal to the hyperplane

fki ¼ 0g is ei, the normal to the plane f
P

vj2S kj ¼
2��ðMÞg is d, where di ¼ 0 for nonsingular vertices vi

and dj ¼ 1 for singular vertices vj. Therefore

rkE ¼
X
vi2N

	iei þ �d;

where � is a real number. tu
The common energy forms used in the literature are

1. ABF energy defined in [21]—this energy measures
the differences between the original and the target
angles at all the corners (a corner is determined by a
face and one vertex adjacent to it):

EABF ðkÞ ¼
X




ðkÞ � 
ðk0Þð Þ2;

where 
ðk0Þ’s are the original corner angles.
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Fig. 5. Discrete conformal parameterizations using inverse curvature map ([#v, #f, execution time (in seconds)] are [20,660, 41,118, 6.3], [29,923,

59,417, 11.2], [20,224, 40,118, 5.8], [20,618, 40,803, 6.6], and [10,219, 20,438, 2.5], respectively, with Pentium 4 2.8 GHz with 2-GB memory).

Fig. 6. Singularity selection process: (a) and (b) depict the area distortion
of the bunny model without any singular vertex. We select critical points
in ear tips and the point between the roots of the ears. (c) Shows the
area distortion after computing the inverse curvature map with the
selected singular vertices. The uniformity of the area distortion is greatly
improved.
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2. Area distortion energy defined in [5]—this energy
measures the ratio between the original face area
and the face area on the parameter plane:

EADðkÞ ¼
X
f

sfðkÞ
sfðk0Þ

� 1

� �2

; ð6Þ

where sfðk0Þ, sfðkÞ are the areas of the face f under
the original metric and the target metric. This energy
is the most direct measurement for area distortion.

3. u-square energy—this energy is just the norm of u,
which is a vector with the logarithms of the change
of circle radii. Because the mean of u is zero, this
energy can be treated as the variance of u, which is a
measurement of the uniformity of ui:

Eu2ðkÞ ¼ uðkÞ � uðk0Þj j2; ð7Þ

where uðk0Þ is the initial circle packing metric.

The gradient of an energy E with respect to u is ruE,
which is related to rkE by

rkE ¼ ��1ðuÞruE:

3.5 Curvature Diffusion with Free Boundary
Conditions

The energies introduced above are not satisfactory in
practice. First, it is unclear whether they have a unique
global minimum or not. Second, their gradient has a
complicated form, leading to an expensive computation
using the projected gradient method.

In this part, we introduce a novel energy, called curvature
entropy, which overcomes the shortcomings of other
energies. It has a unique global minimum, its gradient has
the simplest form u, and it can efficiently be computed with
methods other than the projected gradient method.

Definition 3.3 (curvature entropy energy). The entropy
energy is

EENðkÞ ¼
Z k

k0

ðu� u0ÞTd��;

where u0 is the initial metric with the curvature k0 defined
with the initial mesh.

The integration measures the uniformity of the area
distortion function (i.e., conformal factor). The one-form
uT dk is a closed one-form and, therefore, the integration is
path independent. We can choose an arbitrary path from k0

to k in the curvature space. The curvature entropy energy is
closely related to the u-square energy defined in (7):

Eu2ðuÞ ¼
Z u

u0

ð��� u0ÞT Id��;

where I is the identity matrix. If we replace I by �ðuÞ�1 in
the above formula, we will get the curvature entropy energy

EENðuÞ ¼
Z u

u0

ð��� u0ÞT�ð��Þ�1d�� ¼
Z k

k0

ðu� u0ÞTd��:

Both ��1ðuÞ and I are positive definite. Therefore, u-
square energy and curvature entropy energy are equivalent

for the purpose of measuring the uniformity of the area
distortion u.

This energy can be directly optimized using the projected
gradient method. The gradient of the curvature entropy is
very simple:

rkEENðuÞ ¼ u� u0:

It can also be minimized by the following curvature diffusion
method:

Algorithm 5: Curvature diffusion with free boundaries

while maxvi2N jkij > " do

for all vi 2 N do

dui ( �ki
ui  ui þ 	dui

end for

c 
P

vi2V
ui

jV j
for all vertex vj 2 V do

ui  ui � c
end for

end while

Intuitively, Algorithm 5 sets du
dt ¼ �k. According to (1), the

curvature will evolve like a heat diffusion, dk
dt ¼ ��k. The

singular vertices absorb all the curvature flux, and the whole
surface deforms to be flat in the most natural way. Because
the entropy increases in the heat diffusion process, we name
this energy curvature entropy.

We show that when the algorithm terminates, the
deformation of the singular vertices is uniform.

Lemma 3.4. Suppose u is the solution of the free boundary
curvature diffusion algorithm, then ui � u0

i � const, 8vi 2 S.

Proof. At the beginning, the ui � u0
i terms are zero for all

boundary vertices. At each normalization step, ui � u0
i

changes by the same amount. Therefore, ui � u0
i ’s are

always equal. tu
The third column in Fig. 7 demonstrates this fact that all

the circle radii of the boundary vertices are equal (this is
because the radii for all vertices in the initial circle packing
metric are equal). This result is consistent with Theorem 3.2,
i.e., the gradient of the curvature entropy is u, and this
algorithm leads to a solution where all uis are equal on the
singular vertices. Therefore, this algorithm minimizes the
entropy in a different approach.

Theorem 3.5. The curvature entropy energy is well defined
(namely, the value is independent of the choice of the
integration path) and has a unique global minimum point in
the admissible curvature space. The free boundary optimiza-
tion algorithm leads to the global minimum.

Proof. In order to show that the energy is well defined, we
need to show that the one-form

P
ðui � u0

i Þdki is closed.
Namely, the matrix ðduidkj

Þ is symmetric. � is symmetric,
therefore ��1 ¼ ðduidkj

Þ is also symmetric.
We can directly compute the gradient of EENðkÞ,

rkEENðkÞ ¼ u� u0. The necessary condition of the
optimum point is ui � u0

i ¼ const for all singular vertices.
We further compute the Hessian matrix of EEN , which

is directly ��1ðkÞ. Because � is positive definite, ��1 is
positive definite. Therefore, EEN is a convex energy. On
the other hand, the admissible space of k is a convex
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affine space, implying that the energy has a unique
global minimum on it.

The free boundary optimization algorithm can reach
one critical point of EEN , and EEN has only one unique
critical point. Hence, the free boundary curvature optimi-
zation algorithm can reach the global minimum. tu

Comparing to the projected gradient algorithm in
Section 3.4.1, the curvature diffusion algorithm does not
need to solve the Poisson equation, and it is simple, direct,
and easy to implement. With free boundary conditions, we
can apply the curvature diffusion algorithm directly.

3.6 Embedding

The final step in our algorithm pipeline in Fig. 2 is to
isometrically embed the mesh on the plane using the circle
packing metric obtained from the optimization.

We first compute a cut on the mesh to slice it to an open
topological disk. Several algorithms [39], [40] can be applied
directly. Then, we embed the open mesh isometrically onto
the plane using the optimal circle packing metric. For
meshes with less than 30k faces, we select a face near to the
center of the mesh as the root face and directly embed it,
then flatten the faces adjacent to it. We propagate the
embedding face by face until the whole mesh is flattened.

For large-scale meshes, the propagated errors accumu-
late, so instead, we use a method similar to [22]. According
to Lemma 5.4, the planar embedding f : M ! IR2 is a
harmonic map �f ¼ 0, where the Laplace-Beltrami operator
is determined by the final circle packing metric. We first fix
the parametric positions of two vertices, then form a linear
system to approximate the parameter positions for other
vertices in the least squares sense. The result was always
found to be a valid embedding for all of our experiments.

4 IMPLEMENTATIONS AND EXPERIMENTAL RESULTS

In this section, we give the experimental results of our
algorithms and compare our methods with the state-of-the-
art techniques including LSCM [4], ABF++ [22], and circle

patterns [30]. For fair comparisons, we tested the previous
methods with the codes which are available on the websites of
the original authors.

Table 1 summarizes the statistics of our experiments on
several models as shown in Figs. 9, 10, and 11. Angle
distortions are measured with three different energy forms:
conformality [4], L2 shear [22], and squared sum of angle
differences [22]. As shown in Table 1, all of the methods
minimize the angle distortion and hold the conformality well.

Area distortions are measured with two different energy
forms: L2 stretch in [13] and Log area distortion (8). Our
optimization approaches provide the best results for the
complicated models, such as the horse and the camel. ABF++
produces small area distortions in many cases, but it may fall
into a local minimum (see Fig. 11). The circle patterns provide
comparable good results with all the tested models:

Log area distortion ¼
X
f

log
sfðkÞ
sfðk0Þ

� �2

: ð8Þ

The efficiency of both Algorithm 1 and Algorithm 4 greatly
depends on solving the Poisson equation dk ¼ �ðuÞdu.
Since the Laplace matrix � is positive definite when
restricted on T�uðuÞ, we use the conjugate gradient method
to solve the linear system, which is efficient in terms of time
and storage. As shown in Fig. 5, our parameterization with
the inverse curvature map is comparable to those of ABF++
and circle pattern methods. The error deduction is very fast
as in the convergence chart. Most models can be para-
meterized within four steps in Algorithm 1.

For optimal parameterization, the free boundary curvature
diffusion method (Algorithm 5) is much more efficient than
the projected gradient method (Algorithm 4). This is because
the latter needs to compute the inverse curvature map for each
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Fig. 8. Mesh parameterization with the inverse curvature map for a
topologically complicated model: The David head model has four
boundaries, as shown in (a) and (b). Four different configurations are
depicted in (c)-(f), each of which has one outer boundary and three inner
boundaries in the parametric space. For each case, the parameteriza-
tion is obtained by using the inverse curvature map by specifying the
sum of target curvatures for an outer boundary as 2�, the sum of target
curvatures for each inner boundary as �2� and kie

�ui is constant for
boundary vertices.

Fig. 7. Approximating conformal mappings by circle packing. (a) The circle
radii are changed, while tangency relations are preserved. (b) Shows a
circular boundary condition. (c) Shows a free boundary condition. For the
free boundary condition, all circle radii on the boundary vertices are equal.
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iteration step, which is very time consuming when the energy
is close to the minimum. In the experiment for the horse model
(Fig. 11) with 30k vertices, the ICM entropy method takes
several minutes, whereas the curvature diffusion method
only takes 21 s to get the similar result. For other energy forms

(ABF, Area Distortion, U2), their gradients are more compli-
cated than the one of curvature entropy energy; thus, they are
computationally more expensive. Experiments show that the
optimizations of curvature entropy energy and ABF energy
lead to parameterizations with higher qualities than other
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TABLE 1
Comparison of Different Conformal Parameterization Methods

Fig. 9. Comparison of different parameterization with the Woodfish model: (a) initial, (b), (c), (d), and (e) optimizing ABF, AD, entropy, and
U2, respectively, (f), (g), and (h) LSCM, circle patterns, and ABF++, respectively.
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energies. The area distortion energy equation (6) has the local
minima.

5 CONCLUSION AND FUTURE WORK

In this work, we introduce a set of rigorous theoretical tools
and practical algorithms to solve the optimal conformal
parameterization problem.

Inverse curvature map represents the exact analytical
relation between area distortion and curvature as a
dynamic Poisson system. This enables us to find the
conformal parameterization with the least area distortion
using nonlinear optimization techniques with linear con-
straints. The explicit conditions for the optima are deduced
from the variational principle. A special energy form to
measure the area distortion, called the curvature entropy,
is investigated. It has a unique global minimum and can
be optimized using curvature diffusion algorithm with free
boundaries. Our experiments on complex meshes support
our theoretical discoveries.

The inverse curvature map theorem is deduced for
meshes with euclidean geometry, i.e., the mesh is formed by
gluing euclidean triangles. We believe that the inverse
curvature map holds for meshes with hyperbolic and
spherical geometry, and leads to novel hyperbolic and
spherical parameterization algorithms. Both of them play
important roles for shape analysis and geometric modeling.

Although we solved the optimal parameterization pro-
blem for a given singular vertex set, it remains a challenging
problem to determine the optimal vertex set. The common
belief for choosing singular vertices is to pick the critical
points of the area distortion function, as our algorithm in
Section 3.3 does. In the future, we will apply our theoretic
tools to continue the exploration along this direction.

APPENDIX A

PROOF OF INVERSE CURVATURE MAP THEOREM

In this appendix, we give a detailed proof of the main

theorem in this paper. The proof is based on analytic

geometry. We have used Maple to derive various formulas.

In order to save space, we omit the calculation results

returned by Maple.

For a euclidean triangle ½v1; v2; v3� with a circle packing
metric with radii �1, �2, �3, and intersection angles �12, �23,
�31, the three common chords intersect in one point O (see
Fig. 3), called the radial center of three circles.

For a triangle with the circle packing metric, the
following equations hold (the proof can be found in [24]):

@
i
@uj
¼ hk
lk
; ð9Þ

where uj ¼ log �j, and hk is the distance from the radial
center O to the edge ek.

Also, we have (the proof can be found in [26] and [28]):

@
i
@uj
¼ @
j
@ui

: ð10Þ

Lemma 5.1. For a triangle with the circle packing metric, the
derivative of 
i satisfies

d
i ¼ �
hk
lk
ðdui � dujÞ �

hj
lj
ðdui � dukÞ: ð11Þ

Proof. Because the face is a euclidean triangle, 
iþ
jþ
k¼�,
and therefore, @
i=@ui þ @
j=@ui þ @
k=@ui ¼ 0. Because
of symmetry in (10), @
i=@ui ¼ �@
i=@uj � @
i=@uk.
Therefore

d
i ¼
@
i
@ui

dui þ
@
i
@uj

duj þ
@
i
@uk

duk

¼ � hk
lk
ðdui � dujÞ �

hj
lj
ðdui � dukÞ:

tu

Now, we are ready to prove the main theorem:

Theorem 5.2 (inverse curvature map). The curvature map K
from a conformal class of circle packing metrics �u to the
curvature space �k is a C1 diffeomorphism. Furthermore, it is
real analytic.

The derivative map dK : T�uðuÞ ! T�kðkÞ satisfies the
discrete Poisson equation:

dk ¼ �ðuÞdu; ð12Þ
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Fig. 10. Comparison of different parameterization with the Oliver’s hand model: (a) initial, (b), (c), (d), and (e) optimizing ABF, AD, entropy, and U2,
respectively, (f), (g), and (h) LSCM, circle patterns, and ABF++, respectively.
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where T�uðuÞ is the tangent space of �u at the point u,

T�kðkÞ is the tangent space of �k at the point k, and �ðuÞ is

a positive definite matrix when constrained to T�uðuÞ.

Proof. We consider the one-ring neighborhood of a vertex vi.

Let an adjacent face be ½vi; vj; vk�, where 
jki denotes the

angle at vi within the face. Then, from the definition of
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Fig. 11. Comparison.

Authorized licensed use limited to: Tsinghua University Library. Downloaded on January 4, 2009 at 11:14 from IEEE Xplore.  Restrictions apply.



discrete curvature and from (11) in Lemma 5.1, we get

dki ¼ �
P
½vi;vj;vk�2F d


jk
i ¼

P
½vi;vj�2E wijðdui � dujÞ, where

wij is the edge weight as defined in (9). If edge ½vi; vj� is

adjacent to two faces ½vi; vj; vk� and ½vj; vi; vl�, then its

weight is equal to wij ¼ @
jki
@uj
þ @
jli

@uj
. In [24], Thurston gave a

geometric proof to show that @
i
@rj

is positive if the radial

center is inside the triangle, which is guaranteed if all

edge angles �ij are acute. Therefore, all edge weights wij

are positive. In our work, we require all of the edge angles

to be acute. The Jacobi matrix in (1) has the following

characteristics: summation of each row is zero, and only

the diagonal elements are positive. Using linear algebra,

it can be shown that J has a one-dimensional null space,

spanned by t ¼ ð1; � � � ; 1Þ, and J is positive definite

constrained on the complement space.
In the tangent space of admissible curvature space,

because of the Gauss-Bonnet theorem, dk is orthogonal
to t, i.e.,

P
i dki ¼ 0. In the tangent space of the normal-

ized conformal metric space, because of the normal-
ization condition, du is orthogonal to t, i.e.,

P
i dui ¼ 0.

Therefore, the Jacobi matrix is invertible. According to
the inverse function theorem, the curvature map K :
�u ! �k is invertible.

By direct computation, the Jacobi matrix is differenti-
able to infinite degree, and so is its inverse. Therefore,
the curvature map is a C1 diffeomorphism. Further-
more, the explicit formula for the Jacobian shows that its
elements are elementary functions of the ui. Hence, the
map is real analytic. tu

APPENDIX B

INVERSE CURVATURE MAP THEOREM IN CIRCLE

PATTERN SETTING

We used the notations in [30] for the following explana-

tion. The configuration of circle pattern is shown in

Fig. 12, two faces ½vi; vj; vk� and ½vj; vi; vl� sharing an edge

e ¼ ½vi; vj�. The face circum-circles centered at cijk and cjil

with radii �ijk and �jil, intersecting at an angle 
e. Let

�ijk ¼ log�ijk, �jil ¼ log�jil, then

�ke ¼ tan�1 sin 
e
ex � cos 
e

; ð13Þ

where x ¼ �ijk � �jil. Then, the curvature of face t 2 T is
defined as

�t ¼ 2��
X
e2t

2�te: ð14Þ

Theorem 5.3 (inverse curvature map in circle pattern).
Suppose M is a closed mesh with a circle pattern. If the edge
weights 
e 2 ð0; �Þ are fixed, the face curvature map � :
f�g ! f�tg with the constraints

P
t2T �t ¼ 0 is bijective and

real analytic.

Proof. Similar to (9) and (10), direct computation shows

@�ke
@�l
¼ @�le
@�k

¼ sin 
ee
x

ðex � cos 
eÞ2 1þ sin2 
e
ðex�cos 
eÞ2

� � > 0; when 
e 2 ð0; �Þ:

Similar to Lemma 5.1, the following holds:

d�ke ¼ �
@�ke
@�l
ðd�k � d�lÞ;

then from (14), the Jacobian map is

d� ¼ �ð��Þd��;

where �ð�Þ has the same characteristics as (3). Therefore,
it is positive definite. tu
The projected gradient optimization algorithm (Algo-

rithm 4) and curvature diffuse algorithm (Algorithm 5)
can be directly translated to the circle pattern setting.

APPENDIX C

EMBEDDING INDUCED BY INVERSE CURVATURE MAP

IS HARMONIC

In this section, we give the formal proof to show that the
embedding of the mesh induced by the inverse curvature
map is harmonic. This builds the intrinsic connection to
conventional harmonic maps.

Lemma 5.4. Suppose M is a mesh with a circle packing
metric, which induces zero Gaussian curvature everywhere,
f : M ! IR2 is the isometric embedding of M onto the
plane. Then, the embedding f is harmonic, namely

�f ¼ 0:

Proof. As shown in Fig. 13, v is a vertex on the mesh,
v0; v1; � � � ; vn�1 are the neighbor vertices of v, and ci is the
center of the dual circle on the face ½v; vi; viþ1�, which is
orthogonal to the three circles centered at the vertices. We
embed the one-ring neighborhood of v onto the complex
plane CC, and use the same symbol to represent the
complex coordinates of the vertices. Then, by definition,
the edge weight of edge ½v; vi�, denoted as wi equals to

wi ¼
jci�1cij
jvvij

; wiðvi � vÞ ¼
ffiffiffiffiffiffiffi
�1
p

ðci � ci�1Þ:
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Fig. 12. Circle pattern metric.
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Therefore,

X
i

wiðvi � vÞ ¼
X
i

ffiffiffiffiffiffiffi
�1
p

ðci � ci�1Þ ¼ 0;

where this is equivalent to �f ¼ 0. Hence, the coordi-

nates of the vertices of M are harmonic functions. tu
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Fig. 13. The embedding induced by inverse curvature map is

harmonic.
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