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Abstract

Surface flow phenomena, such as rain water flowing down a tree trunk and progressive water front in a shower room, are common in real life. However, compared with the 3D spatial fluid flow, these surface flow problems have been much less studied in the graphics community. To tackle this research gap, we present an efficient, robust and high-fidelity simulation approach based on the shallow-water equations. Specifically, the standard shallow-water flow model is extended to general triangle meshes with a feature-based bottom friction model, and a series of coherent mathematical formulations are derived to represent the full range of physical effects that are important for real-world surface flow phenomena. In addition, by achieving compatibility with existing 3D fluid simulators and by supporting physically realistic interactions with multiple fluids and solid surfaces, the new model is flexible and readily extensible for coupled phenomena. A wide range of simulation examples are presented to demonstrate the performance of the new approach.
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Real-time High-fidelity Surface Flow Simulation

1 INTRODUCTION

Fluid phenomena play a major role in the visual appearance of the real world. Over the past decade, a number of fluid simulators have been developed in the graphics community, which can produce a range of visually appealing scenes driven by fluid flow in the space, e.g., rising smoke from a cigarette, wavering blaze of candle light, splashy motion of water pouring into a cup, etc. Despite the great success in capturing the spatial fluid flow, much less attention has been paid to the surface flow phenomena. The most common fluids in daily life are air and water, both of which are transparent. In numerous cases, the fluid motion becomes visible or more interesting only when it is constrained by a solid surface. Contrary to volumetric fluid motions that feature bulk motions and inverse free-surface details, surface flows are usually thin and their visual variations rely on the flowing patterns that are strongly influenced by the interaction with the underlying solid surface. Besides such obvious examples as rain water on windscreen and road flooding, the surface flow is almost always observed whenever and wherever water interacts with a surface, e.g., taking a shower, painting on a wall, and frying with oil etc. The common occurrence of surface flow phenomena highlights the demand of systematic research in surface flow modelling. In this paper, we propose a real-time high-fidelity simulation scheme that models surface flows directly on general triangle meshes, taking into account a full spectrum of physics relevant to the visual appearance of surface flow.

The problem of surface flow can be solved, at least in principle, by the 3D Navier-Stokes equations with boundary conditions appropriately enforced on the surface geometry. But it is often difficult, if not impossible, for a 3D simulator to deal with detailed mesh surfaces since the resolution required to capture fine geometry features a thin-layer flow model. Newer approaches, e.g., using a grid-based or a particle-based simulator, are employed. Meanwhile, under certain conditions and assumptions, the 3D Navier-Stokes equation can be transformed into some dedicated 2D equations without losing the essential 3D flow information. Examples of this include the shallow-water flow and the lubrication model, both of which assume the fluid domain as a thin lamina with negligible thickness and fluid viscosity. In these models, the surface flow can be represented by a height field associated to the surface mesh and subsequently the problem can be solved in a two-dimensional space, significantly reducing the computational complexity.

Despite the potential benefit, it poses a number of new challenges to truthfully capture complex surface flow on general 3D geometries with these simplified 2D flow models. First, the standard shallow-water flow and the lubrication models both have strict assumptions, e.g., a smooth flat/spherical surface or a high fluid viscosity, while real-world surface flows often happen on arbitrarily curved surfaces and can be non-viscous. Secondly, the visual effects of real-world surface flow are complex and sensitive to the surface geometry and the flow status. Liquids tend to move along wrinkles instead of moving across them, and they flow slower at rough regions than at smooth regions. Liquids also flow more easily if they are a larger amount or at a larger velocity. These complex flow effects require additional mathematical and numerical treatment to faithfully reproduce and achieve plausible and stable simulation. Finally, the surface flow and other fluid phenomena, such as the 3D spatial flow and multiple fluid uids, are often coupled involving various interactions with the solid surface, which further complicates the surface flow simulation.

There have been some good research works in surface flow simulation (e.g., [1], [2], [3]), but the above challenges are not fully resolved. Shallow Water Equations (SWE) have been solved with an implicit scheme on triangle meshes in [1], but the simulation only considered the height field construction with varying bottom heights, hence insufficient to recover natural liquid flowing along ridges and creases. Recognizing this weakness, a viscous thin-film approach [3] was recently proposed for surface flow on curved surfaces, but the method is constrained to low Reynolds numbers and is unsuitable for finite-speed non-viscous flow.

In this paper we systematically address the aforementioned challenges to reproduce realistic surface flow phenomena over arbitrary triangle meshes. The surface flow is represented as a 2D height field on the associated 3D triangle mesh and is solved using an extended SWE model. In order to capture non-viscous flow motion along edges and creases over detailed 3D meshes, a novel feature-based friction model compatible with finite liquid speed is derived. Supporting the friction model, an efficient geometric computing scheme is derived to transform the triangle mesh information into a data structure that suits for simulation procedures, and it also supports liquid advection along triangle meshes and uniform surface tension calculation over arbitrary surfaces. Enhanced simulation performance on downward surfaces is achieved by taking advantage of the source term, which in turn provides a straightforward integration with existing 3D simulators. Wind blowing effect and a novel strategy recovering surface eroding and dissolving are also readily captured within our algorithm scheme, with flexible support for artistic design. An explicit scheme to solve the SWE on a triangle mesh is chosen for simplicity and better parallel computing performance, allowing our simulation to run at real-time speed on a consumer GPU platform. The main contributions can be described as follows:

- A novel feature-based friction model that is of critical importance for capturing realistic surface-flow patterns on sophisticated solid surfaces, along with an efficient geometric computing scheme for surface-flow simulation on arbitrary curved surfaces.
- A systematic, real-time solution for non-viscous
surface-flow phenomena on detailed meshes using the extended SWE, with support for various physical effects including convective advection, surface tension, wind blowing, and two-phase dissolving etc.

- An extensible algorithm framework that is flexible for artistic design and able to perform coupled simulation with existing 3D simulators.

2 Previous Work

Various previous researches have involved fluid motion within surfaces. The two-dimensional flow within surfaces of arbitrary topology can be solved using a 2D texture space on the 3D surface [4]. Triangle meshes are also used for 2D simulation with a local flattening technique [5]. Later, a well-parallelizable method adopting the Lattice Boltzmann Model (LBM) combined with the finite-volume method is proposed for efficient calculation of 2D fluid motion in a triangle mesh [6]. Different aspects of 2D fluid simulation have been studied and enhanced since the early works, such as preserving discrete circulation avoiding numerical diffusion [7] and extending the 2D fluid simulation to deformable surfaces [8]. Using the Closest Point Method, a 2D flow field is extended into 3D space near a small neighborhood of the surface and solved by standard 3D numerical schemes [9]. GPU friendly algorithms for 2D fluid simulation also begin to receive attention [9, 10]. Recently, fluid equations are solved on the surface of a sphere under spherical coordinates [11]. These techniques produce 2D flow effect on 2D manifolds and are able to generate fluid patterns visually similar to that of a 3D fluid simulation projected on a 2D surface.

On the other hand, the on-surface flow, where the liquid has finite thickness over the surface, is much less studied by the graphics community. Shallow-water equations (SWE) are simplified, by ignoring the convective term, and solved with implicit schemes to obtain surface flow and wave propagation effects over curved surfaces [1], [2]. Recently, based on the lubrication theory and the gradient flow model, the motion of a thin viscous film on a curved surface is simulated [3] using an optimization approach, producing realistic thin film appearance. None of the aforementioned methods works for general surface flow with unconstrained velocity profile and full surface interaction between liquid and detailed surface features.

The SWE method has been combined with 3D simulation methods using grids or particles [12], [13]. However these previous works assumed stable SWE simulation on upward surfaces and did not consider downward surfaces. In this paper we derive an integration scheme of SWE simulator with 3D Smoothed Particle Hydrodynamics (SPH) [14] simulator and it provides a stable solution over arbitrarily oriented 3D triangle mesh surface, where the conservation laws are satisfied in the transition between simulators.

There are other researches that are relevant to our work. SWE is introduced to the graphics community for animating water waves [15], [16] with implicit solvers. An explicit scheme can also be adopted subject to time step constraints [17]. The most popular particle-based 3D simulators for graphics applications are based on the SPH method. Better incompressibility under larger time steps can be achieved following later researches over Weakly Compressible SPH (WCSPH) [18], Position Based Dynamics methods [19] or Divergence Free SPH (DFSPH) method [20]. Reproducing multi-fluid phenomena in explicit 3D simulators has been studied in recent works [21], [22], [23], [24]. Scalar and vector function interpolation over unstructured data sets such as triangle meshes and point sets has been performed under local coordinate with assistance of affine mappings and local flattening, where semi-Lagrangian advection strategies are also provided [5], [25]. Surface tension and contact angle problems have been studied for water drops and for free surface flows, based on the local surface curvature [26], [27] or the surface tension energy [28]. Recently, a surface-only simulation technique is proposed to handle 3D liquid with surface tension [29]. Some existing works on the solid-fluid phase change (e.g. [30], [31]) are also relevant to our two-phase coupled simulation scheme to some extent.

3 Shallow-water Equations on a Triangle Mesh

The SWE model was previously adopted to triangle meshes in the absence of the convection, the source and the friction terms [1], [2]. In this section we briefly summarize the extended SWE employed in the proposed approach.

In the SWE model, the liquid motion is described in 2D space using the planar velocity \( \mathbf{u} \), the water surface height \( h \), the bottom height position \( b \), and the water column depth \( d = h - b \). The conservation of mass and momentum is described as [32]:

\[
\begin{align*}
\frac{\partial d}{\partial t} + \mathbf{u} \cdot \nabla d &= -d(\nabla \cdot \mathbf{u}) + Qd \\
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} &= -\frac{\nabla P}{\rho} + \frac{\Gamma}{\rho} + \mathbf{a}_{ext}
\end{align*}
\]  

(1)

where \( Q \) is the volumetric source added per unit volume per unit time, \( \rho \) is the density of fluid, \( P \) is the total pressure measured as \( P = \rho gh + P_s \), in which \( P_s \) is the pressure due to surface tension force. \( \Gamma = \Gamma_w - \Gamma_b \) is the friction force exerted on the liquid, where \( \Gamma_w \) refer to the driving force due to wind blowing and \( \Gamma_b \) the drag force at the solid surface. \( a_{ext} \) is the acceleration due to external body forces or motion of reference frame.

For engineering applications, the SWE model holds for flow on a planar bed with mild slopes, such as a river, sea and atmosphere where the depth dimension is much smaller than the horizontal dimensions. The above equations can be readily extended to represent liquid flow on triangle meshes, where the liquid is defined as liquid depth \( d \) in the outer normal direction of each mesh vertex, and the flow velocity is defined on the tangential plane of the vertex. Due to mesh surface curvature, the gravity acceleration is now split into a normal part \( g_n \) and a tangential part \( g_t \), contributing to the pressure term \( P = \rho gh + P_s \) and the external acceleration term \( a_{ext} = g_t \) respectively. To adapt the SWE model on curved surfaces, the underlying assumptions are 1) the flow velocity does not vary along the normal direction of the surface and 2) the pressure is “hydrostatic” subject to the normal component of the gravity. These two conditions hold approximately for real-world surface flow, depending on the liquid and surface properties.
The extended SWE (1-2) consists of a set of mathematical terms, each corresponding to a different physical effect of real world surface flow. Largely omitted by previous studies, the friction term \( \mathbf{\Gamma} \) represents bottom friction and wind blowing effects, which recovers such commonly observed surface flow effects as pushing by winds, following local seams or edges, moving more freely at smooth regions, and slowing down on rough surfaces. The convection term recovers spatial transport due to motion of flow, which is only negotiable in viscous low-speed models. The hydrostatic pressure and the pressure due to surface tension are captured in the pressure term \( P \). The source term \( Qd \) captures source/sink effects, such as rain drops falling continuously onto the surface and liquid leaving the surface from the downward faces. The slope of non-horizontal bottom can be captured in the external body force term \( \mathbf{a}_{ext} \), where the tangential part of gravity acceleration is considered.

The following sections are arranged as follows. In §4, a feature-based friction model is derived along with other drag forces for the friction term, which can respond to detailed mesh features of general 3D models. In §5, we explain the numerical schemes for the convective term, surface tension and source term on triangle meshes, all of which are designed to be suitable for parallel acceleration. In §6, the proposed SWE method is further extended to support coupled simulation on triangle meshes and two-phase simulation for artistic effects. In §7 we explain the implementation of the proposed method and summarize the algorithm framework. A number of examples are presented in §8 to demonstrate the performance of the new method. Finally, concluding remarks including limitations are discussed in §9.

\section{Friction Effect on Surface Flow}

Due to the thin nature of surface flow, friction forces have a dominant effect on its flow pattern and significantly affect its visual appearance, especially when the underlying solid surface has fine features. In this section we discuss in detail the friction term, where a novel feature-based friction model is proposed for high-fidelity surface flow simulation.

\subsection{Feature-based Friction Model}

To use height fields on triangle meshes, it is often assumed that the mesh is locally planar and the local normals have a relatively good alignment, otherwise the original mesh is smoothed (e.g. by Laplacian smoothing) before simulation [1], [2], [3]. This is to achieve simulation stability and to avoid self-intersection of the height-field-represented liquid surface at concave features, which not only causes artifacts in visual appearance but also violates the conservation law of physics. However, the mesh smoothing essentially eliminates the fine surface features which have direct and significant effects on surface flow pattern in the real world. Even if the difference between the original surface and the smoothed surface can be represented as a non-constant terrain height field [1], it is still insufficient to reproduce realistic surface flow effects, especially along creases and edges [3], and the information loss of fine surface details is almost inevitable when a low-resolution mesh is used as the smoothed mesh. Unfortunately, as long as the mesh geometry has features of the same level of curvature, this dilemma between simulation feasibility and visual plausibility cannot be easily resolved simply by increasing mesh resolution.

To overcome the above challenge, we propose a feature-based friction model that can respond to detailed local surface features of the original mesh during the simulation on a smoothed mesh. Intuitively the friction force should relate to high frequency variations of local features: a more significant friction effect is expected along the direction with larger variance, and vice versa. In the light of this insight, we link the bottom friction to the local roughness, such that the friction coefficients differ in different directions depending on the local anisotropic roughness.

For simplicity, it is assumed in the following discussions that a smoothed mesh has been obtained, and the scalar (height, etc.) and vector (velocity, etc.) functions in Eqs. (1-2) are defined on vertices of the smooth surface. Also, the “tangential plane” is associated to the smoothed mesh unless explicitly specified. The effects of detailed mesh features on the original mesh are modelled by a variable anisotropic bottom friction on the smoothed mesh, which is defined via two computational steps: the shape operator on a semi-flattened original mesh and the bottom friction based on a friction tensor.

\subsection{Shape operator on a semi-flattened original mesh}

The smoothed mesh contains only the low-frequency curvature information, but the friction effect mostly relates to local high-frequency variations. For example, there is no frictional effect on a perfectly spherical surface, although its curvature is nonzero. Thus, to describe the friction effect, it is desirable to eliminate the low-frequency curvature information from the original mesh and build a semi-flattened original mesh (SOM) that contains only the high-frequency geometry information. A 1D illustration is given in Fig. 1, where the solid blue line represents the original mesh, the solid red line the smoothed mesh, the dashed blue line the SOM, and the dashed red line the flattening of the smoothed mesh. The associated low-frequency curvature information is removed by a flattening operation on the smoothed mesh, which we will discuss in detail in §5.1, then the same amount of adjustment is applied to the original mesh and the SOM is constructed without the low-frequency information. Specifically, for a point \( v \) on the smoothed mesh and along the normal direction of \( v \), its counterpart \( v_p \) can be located on the original mesh. Then, for a nearby point \( v_p' \) on the original mesh and along the same normal direction of \( v \), we can trace back the corresponding point \( v' \) on the smoothed mesh. The parallel lines \( vv_p \) and \( v'v_p' \) form a plane, and \( v' \) can be considered to have been rotated by an angle \( \theta \) around \( v \) within this plane during the flattening step. Finally, we rotate \( v_p' \) around \( v_p \) within this plane by the same angle \( \theta \). For a given point \( v \) on the smoothed mesh, its SOM patch is formed by repeating the same procedure for all nearby vertices \( v_p' \) on the original mesh.

The shape operator tensor \( S_i \) on each triangle surface \( i \) of the SOM can then be obtained by calculating the tangential gradient of the local normals [3]. Alternatively, it can be calculated by averaging the triangle’s three vertices, whose principal curvature values and directions can be calculated from least-squares fitting on the mesh [33]. In our experi-
ments the former method gives more robust estimates on triangle meshes.

![Diagram of mesh flattening](image)

Fig. 1. Generating semi-flattened original mesh (SOM) in 1D space. The solid red line represents the smoothed mesh, the dashed red line represents its flattening, the solid blue line represents the original mesh, and the dashed blue line represents the SOM. The SOM, which represents the high-frequency mesh variation, is obtained by rotating the nearby vertices on the original mesh in the same way as flattening the corresponding vertices on the smoothed mesh.
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Fig. 2. Control area of vertex $v_i$ on a triangle mesh. The light grey region surrounded by dashed lines is $v_i$'s control area.

### 4.1.2 Bottom friction based on a friction tensor

The bottom friction force $\Gamma_b$ is a viscous drag effect acting on the liquid at the solid surface, which is related to the local roughness, viscous friction intensity and liquid velocity [32]. The local roughness has a direct influence on the friction force, such that a higher friction effect is expected along the direction with higher variation, and vice versa. This requires an anisotropic friction model. Physically, in the isotropic case where bottom friction force direction aligns with velocity direction, one can model bottom friction as product of a scalar friction coefficient and relative velocity: $\Gamma_b = \mu u$, where $\mu$ is the friction intensity. In the anisotropic case where the strength of frictional effect differs along different directions, the direction of bottom friction force can differ from the velocity direction. In such case a natural extension is to replace the scalar friction intensity in the isotropic case by a friction tensor, i.e. $\Gamma_b = T \cdot u$.

The simplest friction tensor takes the form of a diagonal matrix. In such case, the fluid flow aligned with $x$-axis or $y$-axis (these directions are the friction tensor’s principal directions) experiences a friction effect proportional to the first or second diagonal element (principal value) of the matrix. For the general case, given a triangle mesh, for each vertex in its local coordinate system, we assume that the direction with largest local geometry variation has the largest friction effect along it, and take this direction and its orthogonal direction as the principal directions of the friction tensor. The average roughnesses along these two directions determine the principal values, and the detailed formulation is explained below.

Given a vertex $v$ on the smoothed mesh, the maximum average roughness for $v$’s neighborhood is defined as

$$\tau_{\text{max}} = \max_{x \in x_i} \left\{ \frac{\sum_{i \in I_x} |x^T S_i x| A_i}{\sum_{i \in I_x} A_i} \right\}$$

where $x$ denotes any direction vector within the tangential plane of $v$ (i.e. $|x| = 1$ and $x \perp n_v$), $I_x$ consists of all triangles on the SOM that has overlap with the projected control area of $v$ (i.e. the control area of $v$ projected along $v$’s normal onto SOM), and $A_i$ and $S_i$ are the area and shape operator of triangle $i$. Let $\hat{x}$ denote the direction along which $\tau_{\text{max}}$ is achieved, and $\hat{\tau}_\perp$ denote its perpendicular direction. Similarly, the average roughness along the perpendicular direction $\hat{x}_\perp$ can be defined as

$$\tau_\perp = \frac{\sum_{i \in I_x} |\hat{x}_i^T S_i \hat{x}_\perp| A_i}{\sum_{i \in I_x} A_i}.$$  

In Eqn. (3), $x^T S x$ is the curvature value along the direction $x$ at a location with a shape operator $S$. Thus $\hat{x}$ is the direction with the largest local high-frequency variation, along which the average roughness is $\tau_{\text{max}}$; $\hat{x}_\perp$ is the perpendicular direction, along which the average roughness value is $\tau_\perp$.

Suppose $(\hat{x}, \hat{x}_\perp) = (e_x, e_z) M$, where $e_x, e_z$ are the local coordinate base vectors of the tangential plane of vertex $v$ and $M$ is an affine matrix. The friction tensor can be defined as

$$T = \mu M \text{diag}(\tau_{\text{max}}, \tau_\perp) M^{-1}$$

where $\mu$ is the friction intensity. Using the above friction tensor, the anisotropic bottom friction force for liquid flowing at velocity $u$ can be formally expressed as

$$\Gamma_b = T \cdot u.$$  

For convenience in Eqn. (2), we define $\gamma = \mu / \rho$ as the intensity coefficient instead of separately using $\mu$ and $\rho$ values.

It is worth noting that if $\tau_{\text{max}} = \tau_\perp$, Eqn.(6) is equivalent to $\Gamma_b = \mu I \cdot u = \mu u$, degenerating to the isotropic case [32].

Beside responding to fine details of the solid surface, the proposed feature-based friction model also provides flexibility for artistic design. For example, the friction tensor can be alternatively defined by the color gradient of a texture map applied on a smooth surface. One can also directly alter the friction tensor for mesh surfaces. By tailoring the friction tensor, artists can control the direction and motion of surface flow.

Intuitively, following the above friction model, the high resolution curvature information can be computed and stored, serving as a “texture map” of the frictional influence on a smoothed surface. The smoothed mesh is in turn much less likely to cause self-intersection issues.

### 4.2 Other Drag Forces

The wind drag effect is modeled following physical convention by a quadratic drag term as [32], [34]:

$$\frac{\Gamma_w}{\rho} = \gamma_w u_w |u_w|$$

where $\gamma_w$ is the wind drag coefficient, $u_w$ is the wind speed.

It is also possible to introduce other kind of drag forces in the friction term. For example, if the liquid carries small dust
with it, a quadratic term determined by relative velocity between dust and liquid can be added to the equation, we will discuss this in detail in §6.

5 Convective, Surface Tension and Source Terms

In this section we explain in detail how to evaluate on a triangle mesh the convective, surface tension and source terms in Eqns. (1-2). Compared to the friction term, the influence from these terms onto the surface flow pattern is indirect and more subtle, but all these terms must be properly treated to achieve stable and efficient simulation for the full range of surface flow phenomena.

5.1 Convective Term and Differential Operator

The feature-based bottom friction responds to finite velocity of the surface flow and does not make low-velocity assumption as in previous methods (e.g. [1]). Thus, the nonlinear convective terms in Eqns.(1-2), which reflect the influence from inertia due to local fluid motion, cannot be ignored as in those methods. In 3D fluid simulators these terms can be solved by a semi-Lagrangian advection step, or by finite-volume techniques using the integral form of the equations [17], [35]. Although it seems a natural option to adopt the standard finite-volume techniques for our purpose, due to the thin nature of surface flow this strategy does not yield stable simulation with large time steps. To enhance the stability for surface flow simulation under large time steps, we adopt the semi-Lagrangian approach on triangle meshes.

The challenges here are to estimate the start position on an unstructured triangle mesh during the semi-Lagrangian advection and to interpolate accurately the associated vector field values. A brute-force trial is to sequentially trace the triangles on the velocity path, but doing so is computationally slow. Inspired by the recent work [25], we propose an efficient approach to directly compute the start position values based on an exponential map and a local affine matrix.

When calculating the advected value of a vertex $i$, we flatten an n-ring neighborhood of this vertex onto its tangential plane similar to the exponential map proposed in [25]. This preserves the geodesic distance of nearby surface points to $i$, and its effectiveness in scalar advection has been analyzed in the original paper. Then, on the flattened n-ring neighborhood in the tangential plane, we directly identify the specific triangle in which the start position falls in and interpolate the function values there. This approach also allows Runge-Kutta methods and other higher-order advection schemes to be straightforwardly performed during the advection step.

The interpolation of scalar functions such as pressure and liquid height etc. can be carried out using the standard triangular interpolation. For the 2D velocity vector, since a triangle mesh does not have a consistent coordinate system on the surface, we extend the vertex-based affine matrix [36] to the whole n-ring neighborhood. First, a 3D local coordinate system is defined on each vertex, combining a local tangential 2D coordinate in the tangential plane and the normal direction. We then calculate a $2 \times 2$ affine matrix $M_{ij}$ from the vertex $j$’s local tangential coordinate to the vertex $i$’s local tangential coordinate in each i-neighborhood using the following steps:

- Suppose vertex $i$ and vertex $j$ have outer normals $n_i$ and $n_j$, rotate the 3D coordinate of vertex $j$ around the direction $n_i \times n_j$ so that $n_j$ aligns with $n_i$.
- Now the tangential planes of the two vertices are parallel, and their current affine matrix from vertex $j$’s rotated tangential coordinate to vertex $i$’s tangential coordinate is $M_{ij}$.

For velocity interpolation in the flattened neighborhood of vertex $i$, we can directly use the $M_{ij}v_i$ value for calculation. This strategy effectively extends the semi-Lagrangian advection on discrete exponential maps [25] to vector functions, and it avoids the discontinuity problem near mesh edges which often requires special attention [5]. It also provides a small runtime performance benefit compared to a naive route tracing across the triangles. Namely after finding the triangle containing the original point of advection (say using the naive tracing in [5] or parallely traverse the neighboring triangles), a simple direct interpolation of affined velocity will be sufficient instead of sequentially calculating each affine transformation and assuring velocity continuity across mesh edges on a traced route.

It is critical to evaluate the differential operators in Eqns. (1-2) in order to solve the SWE model on a triangle mesh. In a finite volume approach [37], the gradient and divergence operators at a given vertex $i$ are evaluated as follows:

\[ (\nabla f)_i = \frac{1}{A_i} \sum_{\Delta_j} (\nabla f)_{\Delta_j} A_{\Delta_j} \]

\[ (\nabla \cdot F)_i = \frac{1}{A_i} \sum_{\Delta_j} (\nabla \cdot F)_{\Delta_j} A_{\Delta_j} \]

where the summation is over all adjacent triangles $\Delta_j$ that share vertex $i$, $A_i$ is the barycentric control area of vertex $i$ (Fig.2), $A_{\Delta_j}$ is its part in the triangle $\Delta_j$. The gradient $(\nabla f)_{\Delta_j}$ and the divergence $(\nabla \cdot F)_{\Delta_j}$ are calculated on the triangle face $\Delta_j$ using the finite volume approach, where vector values are properly modified by the above affine method.

However, for the $d(\nabla \cdot u)$ term on the right-hand side of Eqn. (1), Eqn. (9) does not provide a symmetrical formulation if simply multiplied by $d$. Instead we use the following modification:

\[ (d(\nabla \cdot u))_i = \frac{1}{A_i} \sum_{\Delta_j} d_{\Delta_j} (\nabla \cdot u)_{\Delta_j} A_{\Delta_j} \]

where $d_{\Delta_j}$ is the average $d$ on triangle $\Delta_j$, i.e. the average of its three vertices.

5.2 Surface Tension

The surface tension pressure $P_s$ can be obtained according to either force equilibrium or energy conservation, and the two strategies are equivalent in physics. For data structure consistency and implementation convenience, we take an energy approach similar to [28] and the detailed formulation is explained below. It is noted that alternative schemes based on force equilibrium can also be adopted, where the surface tension pressure is proportional to the local mean curvature (see e.g. [1], [26]).
The surface energy \( E_s \) of a liquid surface is simply given as

\[
E_s = \sigma A \tag{11}
\]
where \( \sigma \) is the coefficient of surface tension, \( A \) is the total surface area. On a triangulated liquid surface, Eqn. (11) becomes

\[
E_s = \sum \sigma A_{\Delta} \tag{12}
\]
where \( A_{\Delta} \) is any triangle face of the liquid surface. As the liquid flow is represented as a height function on the triangle mesh, the liquid surface mesh can be recovered with the vertices off-set by its height value along the normal direction.

The surface tension at a given point \( v \) on the liquid surface is:

\[
F_{s, v} = -\nabla_v E_s = - \sum \sigma \nabla_v A_{\Delta}. \tag{13}
\]
Specifically, if \( v \) is at a vertex position, then Eqn. (13) becomes

\[
F_{s, v} = - \sum_{\Delta} \sigma \nabla_v A_{\Delta}. \tag{14}
\]

For a triangle with vertices \( v, v_1, v_2 \) in counter-clockwise order, the three components of the \( \nabla_v A \) term are:

\[
\frac{\partial A}{\partial x} = \frac{1}{2} \left[ (y_1 - y_2) \cos \theta_{xy} + (z_2 - z_1) \cos \theta_{xz} \right] \tag{15}
\]
\[
\frac{\partial A}{\partial y} = \frac{1}{2} \left[ (z_1 - z_2) \cos \theta_{yz} + (x_2 - x_1) \cos \theta_{xy} \right] \tag{16}
\]
\[
\frac{\partial A}{\partial z} = \frac{1}{2} \left[ (x_1 - x_2) \cos \theta_{zx} + (y_2 - y_1) \cos \theta_{yz} \right] \tag{17}
\]
where \( x, y, z \) are the coordinate components of the vertices, \( \theta_{xy}, \theta_{yz}, \theta_{zx} \) are the plane angle between the triangle and the \( xy, yz, zx \) planes.

The surface tension pressure can then be calculated as

\[
|P_s| = \frac{|F_{s, v}|}{\sum A_{\perp}} \tag{18}
\]
where \( A_{\perp} \) is the area of \( A_{\Delta} \) projected onto the plane perpendicular to the mesh normal at vertex \( v \). Eqn. (18) is used to calculate the surface tension pressure at inner vertices (i.e. \( d > 0 \) vertices). For the liquid front, i.e. \( d = 0 \) or \( d < 0 \) (due to depth extrapolation discussed in detail in §7.3) vertices that directly link to a \( d > 0 \) vertex by a mesh edge, the scheme needs to be extended as follows.

\[
\frac{\partial A}{\partial x} = \frac{1}{2} \left[ (y_1 - y_2) \cos \theta_{xy} + (z_2 - z_1) \cos \theta_{xz} \right] \tag{15}
\]
\[
\frac{\partial A}{\partial y} = \frac{1}{2} \left[ (z_1 - z_2) \cos \theta_{yz} + (x_2 - x_1) \cos \theta_{xy} \right] \tag{16}
\]
\[
\frac{\partial A}{\partial z} = \frac{1}{2} \left[ (x_1 - x_2) \cos \theta_{zx} + (y_2 - y_1) \cos \theta_{yz} \right] \tag{17}
\]
where \( \theta_c \) is the contact angle, \( \sigma_{lg}, \sigma_{sl}, \sigma_{sg} \) are coefficients of surface tension on the liquid and air interface, the liquid and solid interface, and the solid and air interface.

Based on Young’s discussion [38], the following relations can be derived: \( \sigma_{lg} = \sigma_l = \frac{1 - \cos \theta_c}{2}, \sigma_{sg} = \frac{1 + \cos \theta_c}{2} \). They also relate to interface energy in the neighborhood of the contact point. As the water front can only move in the tangential plane, the surface tension at a vertex \( v \) can be represented as:

\[
F_{bs} = -\nabla_{xy} (\sigma_{lg} A_{lg} + \sigma_{sl} A_{sl} + \sigma_{sg} A_{sg}) \tag{20}
\]
where \( \nabla_{xy} \) denotes derivative in the tangential \( xy \) plane, \( A_{lg} \) is the triangle area on the liquid surface having vertex \( v, A_{sl} \) is the triangle area on the liquid-solid interface having vertex \( v \), and \( A_{sg} \) is the triangle area on the solid-air interface having vertex \( v \). It can be verified that \( F_{bs} \) vanishes in the ideal case that the actual plane angle between \( A_{lg} \) and \( A_{sl} \) is \( \theta_c \). A 1D diagram is shown in Fig. 3.

Then the pressure due to \( F_{bs} \) is

\[
|P_{bs}| = \frac{|F_{bs}|}{\sum A_{lg}} \tag{21}
\]
where \( A_{lg} \) is the area of \( A_{lg} \) projected to the plane which is perpendicular to the normal of liquid front line in the tangential plane. The sum consists of all \( A_{lg} \) triangles containing the vertex \( v \) at which \( P_{bs} \) is calculated.

Eqn. (21) is used to calculate the surface tension pressure at the liquid front. We calculate Eqns. (20-21) with the surface mesh flattened to the tangential plane of a vertex (see §5.1) and the liquid depth \( d \) kept unchanged on each nearby vertex. To maintain stability in large time steps, we also bound \( P_{bs} \) in the rare situation where \( A_{lg} \) is close to zero.

The signs of surface pressure values \( P_s \) and \( P_{bs} \) are determined by whether the surface is concave or convex. This can be easily achieved by examining the sign of dot product of the surface tension force and the outer normal. Alignment of the surface tension force and the outer normal implies a concave surface and the pressure values should be negative, and vice versa.

### 5.3 The Source Term

The second term on the right-hand side of Eqn. (1) contains a volumetric source \( Q \). When \( Q > 0 \), the term corresponds to a source, i.e. liquid added to the surface flow; when \( Q < 0 \), it corresponds to a sink, i.e. liquid removed from the surface flow. Suppose the volume change within a time step due to the source or sink is \( V \), then \( Q = \frac{1}{A} \int \Delta V \), where \( A \) is the control area of the mesh vertex. So the source term can be rewritten as \( V \Delta t \). In other words, if liquid volume changes by \( V \) due to source or sink effect within a time step \( \Delta t \), the influence to liquid depth can be physically computed by the source term. Through the source term, we are able to improve the stability of SWE simulation on triangle meshes, as well as enable integration with existing 3D simulators, which will be discussed in detail in §6.1.

### 6 Coupled Phenomena

#### 6.1 Discharging and Charging of Surface Flow

In Eqn. (2), when the local outer normal direction is pointing downwards, \( g_n \) will be negative and cause instability to
the SWE calculation. The fact is that on upward surfaces (positive $g_s$), larger depth leads to larger positive pressure, driving liquid away and reducing depth. On downward surfaces (negative $g_s$), larger depth leads to larger negative pressure, attracting liquid and increasing depth, hence causing instability. This is not a numerical issue on divergence. The surface tension pressure can alleviate the problem but is unable to completely remove the instability. From a physical point of view, the above “instability” corresponds to the fact that liquid will form drops and discharges from the solid surface if enough amount is accumulated in these downward-facing areas, which is out of the capacity of a pure SWE simulator.

We propose to combine the SWE simulation on triangle meshes with a WCSPH simulator. When a liquid depth value exceeds a user-defined threshold, we allow a certain amount of liquid to detach from the surface. First, the volume and position of the discharge are calculated. Then, after removing the discharged liquid from the SWE simulator, new liquid particles are correspondingly added to the particle simulator. To satisfy the physics, the changes of liquid volume in both simulators are computed using the source term described in §5.3. More details are given below.

In the SWE simulator, after updating the depth at each vertex $i$, if the depth value is over a user-defined threshold $\epsilon_1$, we set its depth value to $\epsilon_2$. This effectively means a volume of $(d - \epsilon_2) A_i$ is removed from vertex $i$, where $A_i$ is $i$’s control area. An SPH particle with the same volume is created and added to the particle simulator. The initial position of the particle is $v_i + (b + \frac{1}{2} (\epsilon_1 + \epsilon_2)) n_i$, where $v_i$ is vertex $i$’s global position, $n_i$ is its outer normal direction. The initial speed is set to $\frac{\Delta d}{\Delta t} n_i$, where $\Delta d$ is the depth change computed from the current time step.

At the same time we also examine the 1-ring neighbor vertices of vertex $i$. For a neighbor vertex $j$, if $d_j < \epsilon_1$ but $d_j > \eta_1$, where $\eta_1$ is another user-defined threshold, we set the depth value of $j$ to $\eta_2$ and add an SPH particle in the same way as above. This is based on the observation that detaching liquid will drag a small amount of liquid around the detaching point with it, and so doing also provides a smoother liquid surface.

On the other hand, an SPH particle can be absorbed by the SWE simulator when it hits the surface. We detect SPH particles that comes within a certain distance of the mesh vertices in a time step. These SPH particles are then removed from the particle simulator. The removed particle in turn act as a source term in Eqn. (1), with their volume contributing to the source term of the nearest vertex on the mesh as in §5.3. In the above scheme, the volume of added SPH particles equals the volume of liquid removed within the control areas of the vertices; the volume of SPH particles removed from the 3D simulator is added into SWE simulator using the source term.

We label all vertices in the SWE simulator that have liquid detached from them and label all particles that should be absorbed in the particle simulator. The former are then be updated to create new particles, and the latter contribute to the source term of the nearest vertex for next time step’s calculation.

Due to the SWE assumptions and the fact that the surface tension effect is negligible above certain length scale (e.g., for water its several millimeters), the above hybrid scheme works best in the situation where the surface flow is interacting with a small amount of free liquid. The mesh vertex positions can also serve as boundary particles in the SPH simulation [39].

### 6.2 Dissolving of Solid Surface

Erosion and dissolution of solid surfaces are interesting phenomena in the real world, where the surface flow dissolves another phase during its motion. The proposed approach can be readily extended to reproduce this kind of coupled phenomena. Inspired by [21] and based on the theory of multiphase flow [40], both the liquid phase and the dissolved phase are simulated using the SWE model (1-2). For the liquid phase, denoted by subscript $l$, the governing equations are:

\[ \frac{\partial d_l}{\partial t} + u_l \cdot \nabla d_l = -d_l (\nabla \cdot u_l) \]  
\[ \frac{\partial u_l}{\partial t} + (u_l \cdot \nabla) u_l = -\lambda \frac{\nabla P_l}{\rho_l} - \Gamma_l + \lambda a_{ext} - M_l \]

where $\lambda = \frac{d_l + d_s}{d_l}$ is the ratio between total depth and the effective liquid depth, the hydrostatic pressure that contribute to $P_l$ is calculated as $\rho_l g_s h_l = \rho_l g_s \left(b + d_l + d_s\right)$. $M_l$ is the momentum loss due to new dissolved phase, which will be given later. The friction term $\Gamma_l = \Gamma_{bl} + \Gamma_{drag}$ contains bottom friction and drag from dissolved phase. The former is calculated as the total bottom friction subtracting the bottom friction on dissolved phase:

\[ \Gamma_{bl} = \lambda \eta_l T \cdot u_l - (\lambda - 1) \eta_s T \cdot u_s \]

where $\kappa = \frac{\rho_s - \rho_l}{\rho_l}$ is the coefficient of specific gravity. Drag from dissolved phase is calculated quadratically:

\[ \Gamma_{drag} = \kappa (\lambda - 1) C_d (u_l - u_s) |u_l - u_s| \]

where $C_d$ is drag coefficient between two phases.

For the dissolved phase, denoted by subscript $s$, the governing equations are:

\[ \frac{\partial d_s}{\partial t} + u_s \cdot \nabla d_s = -d_s (\nabla \cdot u_s) + Q_s \]

\[ \frac{\partial u_s}{\partial t} + (u_s \cdot \nabla) u_s = -\kappa \frac{\nabla P_s}{\rho_s} - \Gamma_s + \kappa a_{ext} \]

The hydrostatic pressure that contributes to $P_s$ is calculated as $\rho_s g_s h_s = \rho_s g_s \left(b + k_s d_s\right)$, here $0 < k_s \leq 1$ and $k_s d_s$ is the average thickness of the region where solid transport occurs. No surface tension pressure is considered for the dissolved phase. $Q_s$ is the dissolving source contribution. Referring to Eqn. (24-25), the friction term is:

\[ \Gamma_s = \frac{k}{\kappa + 1} \gamma_s T \cdot u_s - \frac{k}{\kappa + 1} C_d (u_l - u_s)|u_l - u_s| \]

Assuming the dissolved phase is carried and driven by the liquid phase, we only calculate Eqns. (26-27) in the “wet” region. We also consider there is a maximum dissolution rate, i.e. $d_s \leq \alpha d_l$, $\alpha$ is positive and usually less than 1.

In the simulation, the solid surface is considered to have a variable layer of dissolvable thickness $b_s \geq 0$. In each time step the dissolved amount is first calculated by $Q_s = e_p (d_l + d_s) |u_l|$, where $e_p$ is the dissolving rate. Then we make
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Fig. 4. Top: Our approach. The feature-based friction ensures the liquid

7.1 Pre-computation from the Triangle Mesh

The formulas given in §4 and §5 require certain knowledge of the neighborhood mesh structure of a vertex on the triangle mesh. Many of the calculations can be done in a pre-computation step and stored for later use in the simulation.

The pre-computation includes several steps. Firstly, a smoothed mesh is computed from the original mesh using

\[ M_l = (\kappa + 1) \frac{Q_s}{d_l} u_s, \]  

We ensure the relation \( d_s \leq \alpha d_l \) when updating \( d_s \) and after

the advection steps of both phases. The exceeded amount of dissolved phase is considered to stick back to the surface layer as an addition to \( b_s \) value. The bottom height \( b \) is thus calculated as \( b = b_0 + b_s \), where \( b_0 \) is the “real” solid bottom height. Similar to §7.2, the bottom friction tensor \( T \) can be updated following the change of \( b \) as well.

![Fig. 4. Top: Our approach. The feature-based friction ensures the liquid flow to follow the wrinkle direction, and the contact angle is maintained on the liquid front. Middle: Replacing the feature-based friction with an isotropic friction, liquid fails to flow along the wrinkle direction. Bottom: Removing the surface tension calculation in Eqn. (21), the contact angle is no longer maintained and liquid moves faster across the surface.](image)

7 IMPLEMENTATION

In this section we further explain the implementation of the proposed real-time high-fidelity surface flow simulation framework, and a work flow of the new scheme is also provided.

7.1 Pre-computation from the Triangle Mesh

The formulas given in §4 and §5 require certain knowledge of the neighborhood mesh structure of a vertex on the triangle mesh. Many of the calculations can be done in a pre-computation step and stored for later use in the simulation.

The pre-computation includes several steps. Firstly, a smoothed mesh is computed from the original mesh using the Laplacian smoothing method. One can also perform mesh simplification before smoothing to reduce the number of vertices in the smoothed mesh. Then for each vertex \( v \) on the smoothed mesh, we construct a data structure that contains its n-ring neighborhood information. Specifically, nearby vertex and triangle face structure flattened in the tangential plane and the \( 2 \times 2 \) affine matrices \( M_{ij} \) for all vertices in the n-ring neighborhood (see §5.1) are stored. Next, we also pre-compute the friction tensor for each vertex on the smoothed mesh (see §4.1). Finally, other geometry information such as the control area of a vertex and the bottom height position \( b \) etc. are also pre-computed and stored, where \( b \) is set equal to the distance of \( v \) to its projected point \( v_p \) on the original mesh along the normal direction of the smoothed mesh.

Note that the above pre-computation result does not change if the original mesh is not deformed. In such cases the pre-computation can be done only once for a given triangle mesh and the data structure obtained can be later applied to multiple simulations, ensuring efficiency during the simulation step. Since in one time step the CFL condition puts a limit to fluid displacements, which scales with mesh resolution, a 3-ring neighborhood structure is found sufficient for simulations in practice.

7.2 Deformable Meshes

The proposed approach readily supports surface flow on deformable meshes. When the original mesh deforms, the smoothed mesh needs to be recomputed, and the liquid depth and velocity values on the new vertices can be obtained from interpolation on their projected points over the former smoothed mesh. However, computational cost can be much reduced if the mesh deformation follows some restrictions. If the detailed original mesh vertices always lie above the smoothed mesh vertices along the smoothed mesh normal (this can be achieved by moving the smoothed mesh vertices to the projected position of original mesh vertices after the smoothing algorithm), we can edit the vertices’ positions of the smoothed mesh (e.g. for stretching or bending) and the bottom height (e.g. for mesh detail changing) on each vertex to indirectly control mesh deformation. In such cases we only need to re-calculate the normal of the smoothed mesh, the affine matrix and the friction tensor.

7.3 Extrapolation Operations

Similar to [1], we extrapolate the depth \( d \) from \( d > 0 \) positions to those vertices on the liquid front that directly link to them by a mesh edge. If the extrapolated value is above zero, we set the value as 0. This extrapolated value provides a better estimation of the liquid front position, and benefits in pressure gradient computation, in the advection step and in calculation of \( A_{fg} \) in Eqns. (20-21). It also helps as an anti-aliasing method in the output liquid surface mesh for rendering. It is to be noted that in Eqn. (10), when averaging \( d \) on a triangle containing liquid front line vertices, 0 is used instead of negative extrapolation depths. This is because mathematically the averaged depth in Eqn. (10) should be the average height of the “wet” region part with liquid.

The velocity of surface flow is well-defined in the “wet” regions but not in the “dry” regions, which is needed for
Fig. 5. Water flowing down a highly-curved tree trunk. Top row: simulated using our method at 3.72ms/step, the flow pattern naturally follows the veins on the bark forming realistic streams down the surface. Middle row: simulated using a latest lubrication model [3] at 821.28ms/step. Bottom row: simulated using previous SWE method [1] at 65.35ms/step. The flow motions obtained with the previous approaches appear very viscous and fail to respond to local surface features.

Fig. 6. Liquid flowing on a deforming surface, where the flow motion naturally follows the wrinkles during non-rigid mesh movement.

advection of liquid on the mesh. Similar to SWE simulation on a planar surface [17], we use a fast-marching step to define the velocity for the “dry” regions in the n-ring neighborhood of vertices with positive liquid depth. The velocity of a “dry” (i.e. \( d = 0 \)) vertex is set to that of the nearest \( d > 0 \) vertex.

7.4 Algorithm Framework
The work flow of the proposed real-time high-fidelity surface flow simulation framework includes four main steps:

1) For a triangle mesh, the information needed in the simulation is extracted in the pre-computation step described in §7.1. For coupling with the particle simulator, a particle boundary is also generated from the triangle mesh.

2) At the beginning of the simulation, the pre-computed data are read into the simulators. For deformable meshes, normal of the smoothed mesh, the affine matrix and the friction tensor are recomputed each step instead.

3) In each time step of the SWE simulator, we sequentially perform advection, velocity updating, fast marching extrapolation and height updating following the formulation described in §4 and §5. A dissolving phase can also be simulated using a slightly modified set of governing equations §6.2, providing artistic effect of surface dissolving.

4) For coupling with 3D particle simulators, a time step is simultaneously simulated in the particle simulator. At the end of each time step of the particle simulator, whose calculation is performed in the same way as the standard WCSPH approach, we handle interactions between the SWE simulator and the particle simulator following the schemes described in §6.1.

8 Results
In this section we show the effectiveness of our approach through various simulation results, and a supplemental video is also provided to demonstrate the liquid motions. The algorithm is implemented on an Nvidia GeForce GTX 980 GPU. Detailed performance data are listed in Table 1, where all video clips are played with 30 frames per second. We typically set \( \gamma = 1.3, \sigma = 1.0, \kappa = 2.0, C_d = 10.0, \epsilon_p = 0.005 \), and set \( \epsilon_1, \epsilon_2, \eta_1, \eta_2 \) separately about 3.0, 1.6, 2.4, 2.1 times the average mesh edge length.

Example 1, Fig. 4 demonstrates the bottom friction and the surface tension models, including the effect of contact angle. Liquid flows into the scene from one side and the bottom height is artificially set with sinusoidal wrinkles. In the top row is the result using our method. It can be observed that the liquid naturally maintains its contact angle at the liquid front while the flow largely follows...
the wrinkle direction. In the middle row the feature-based friction is replaced with an isotropic friction. It is clear that without the feature-based friction model, the liquid fails to flow according to surface features. In the bottom row, the $P_0 \cdot \alpha$ calculation is removed. As a result, the contact angle is no longer maintained and the liquid also flows faster across the surface.

![Image](image)

**Fig. 7.** Top view of liquid flowing down a truncated cone using an artificially generated friction tensor. Top: $\gamma = 30, \beta = 0.2$; Middle: $\gamma = 80, \beta = 0.1$. Liquid has more tendency to follow the texture direction under higher $\gamma$ value. Bottom: A two-phase coupled simulation, where the paint on the surface is eroded by the transparent liquid and dissolves in the liquid flow.

Example 2, Fig. 5 shows a comparison study, with water flowing down from the upper side of a highly-curved tree trunk surface with many fine wrinkles. The simulation result from our method is shown in the top row, where the flow pattern naturally follows the veins on the bark and temporary submerging of the local vein ridge can also be observed as the water volume passes the bark surface. These effects from the fine surface features are hard to capture using previous approaches. For comparison, the recent method [3] is implemented, and the result is shown in the middle row. It is worth noting that the mass density value has to be bounded in each step to enable the lubrication-theory-based simulation to run on the trunk model. It can be observed that the liquid has a very viscous appearance with residual liquid remained at the top of the trunk even near the end of the simulation. Non-smooth liquid surface is also observed early in the simulation due to unaligned surface normals. Showing in the bottom row is result of the previous method [1] which also uses the SWE model. Without modeling of feature-based friction due to solid surface variations, the liquid flows unnaturally on the highly curved surface and does not respond to the surface features. It can also be observed that the liquid front moves fast down the trunk, but the main volume of water has a highly viscous appearance, possibly because the low-speed assumption and the artificial velocity damping do not work well with thin surface flow with finite speed. Our approach is able to run at 3.72ms per step (7.44ms per frame) on GPU, achieving real-time performance. The methods [1] and [3] run at 65.35ms per step (130.70ms per frame) and 821.28ms per step (1.64s per frame) separately on an 2.40GHz Intel Xeon processor.

Example 3, in Fig. 6, liquid flows on a deforming mesh. Besides non-rigid mesh movement, the detailed mesh features are also varied during the simulation. Visually realistic surface flow is obtained on the deformable mesh, where the liquid flows more easily along the direction of wrinkles.

In Example 4 we demonstrate the dissolution process of a solid surface and the direct control of friction mesh. Fig. 7 uses a smooth mesh surface as input. In the top and middle cases, liquid is flowing down a truncated cone placed on a horizontal plane. The bottom friction is calculated using the texture map on the surface, where the color gradient direction is artificially taken as $\bar{x}$, the gradient value as $\tau_{\text{max}}$, and set $\tau_{\perp} = \beta \tau_{\text{max}}$, where $\beta < 1$ is a positive scaling factor. Under different friction tensor settings, the liquid motion follows the texture pattern to different extents, which will provide flexibility for artistic design. Shown in the bottom row is a two-phase coupled simulation: the frictional surface texture is gradually dissolved by the transparent liquid, which in turn changes the bottom friction, generating an eroded appearance. The ratio between $d_s$ and $d_s + d_l$ is used as the dissolved phase concentration, controlling liquid color in the rendering. The concentration variance of the two phases and the water-eroded surface pattern are both realistically reproduced.

Example 5, in Fig. 8 water flows down the armadillo model. The proposed approach naturally captures liquid
motions, including in the high-curvature regions, such as water dripping from the downside of the model (e.g. under the arm) and falling onto the upside of the model (e.g. on the leg).

Example 6, in Fig. 9 liquid flows down a man’s face. Different wind velocity fields, previously generated by other 3D simulations, are applied to the scene. The top row shows result with no wind, where liquid flows down the face. In the middle row wind blows from the front of the face, pushing the liquid around. In the bottom row wind blows from the left, pushing the liquid to the right. Plausible surface flow following face features in both low and high curvature areas are obtained with existence of wind blowing effect.

9 CONCLUSION AND DISCUSSION

A novel systematic solution is proposed for reproducing sophisticated surface flow phenomena in graphics applications, achieving real-time performance with broad range of high-fidelity results. The proposed approach features an original friction model and flexible coupling with 3D fluid flows and multi-phase interactions. It also provides a consistent surface tension formulation and a stable numerical scheme on general triangle meshes with efficient geometric computation.

With respect to the numerical solver, an explicit time integration approach is adopted for the benefit of GPU parallelization. A real-time simulation performance is achieved under the appropriate CFL condition. An added benefit from adopting the explicit simulation scheme lies in the convenience of simulating multi-fluid and fluid-surface interactions. We also adopt the semi-Lagrange method for convective advection, which is widely used in graphics applications both in implicit and explicit simulations but is not exactly conservative. There are some recent techniques (e.g. [41]) on MAC grids to enhance the conservation property of semi-Lagrange methods, and it may be beneficial to extend such techniques to arbitrary 3D triangle meshes.

On the limitation side, the CFL condition limits further performance gain, beyond benefits of parallelization, from large time steps, and the advection algorithm described in §5.1 also requires the surface flow must not travel out of the neighborhood n-ring structure in one time step. Having larger friction forces (linear bottom friction or quadratic wind friction) will also require smaller time steps for simulation stability using the explicit schemes. The mesh deformation scheme in §7.2 works well for small mesh deformation, but can lose stability in the presence of large mesh distortion.

Besides the aforementioned limitations which will benefit from further research, we would also like to extend the current approach to cover phenomena involving surface flow in gaps. One possibility for this is to incorporate the lubrication theory in the simulation framework. Viscous muddy fluid behavior on 2D surface following recent works in 3D (e.g. [42]) is another possible future direction.
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